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Abstract

Purpose – The purpose of the paper is to study the determinants of firms’ innovation effort using the main
approaches in strategic management. The authors specifically analyze the joint effects of industry structure
and country characteristics on innovation effort while controlling for firm resources.
Design/methodology/approach – The hypotheses proposed are tested using a data set that includes firms
registered in the EU Industrial R&D Investment (IRI) Scoreboard (European Commission, 2011). Specifically,
the authors designed and applied a Generalized Method of Moments (GMM) method to perform an empirical
analysis using a panel of 1,211 innovative firms in 55 industries and 26 countries between 2004 and 2012.
Findings – Country factors have significant effects on innovation effort. Results also indicate that the
moderating and complementary effects of industry and country factors depend on the geographical area.
Practical implications – Although managers have generally tended to take into account only the firm
perspective in innovation activities, this paper highlights that institutional factors are also relevant and play a
key role in innovation effort. The authors provide suggestions for managers on how to ensure that their
investment in innovation is efficient. They also suggest that the effect of some institutional factors may be
modified by competitive pressure on firms’ innovation effort.
Originality/value – The paper makes an incremental contribution to the literature on the determinants of
innovation by providing a different approach to firm innovation determinants and taking into account the
complementarities between institutional and industrial factors.
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1. Introduction
Research on the determinants of firm innovative behaviour has been conducted from
different viewpoints and at different levels of analysis. Until recently, the predominant
paradigms in the study of innovation effort have been, as in other fields of strategic
management, the resource-based view and the industry-based view (Garrido et al., 2014). The
resource-based view holds that firm strategy is determined by firm-specific resources and
capabilities (Barney, 1991). From this perspective, the relations between innovation effort and
a large number of firm characteristics have been analyzed (Ahuja et al., 2008).

The industry-based view has prioritized the study of the influence of industry structural
factors on innovation effort (Cohen, 2010). Beginningwith the structure-conduct-performance
(SCP) paradigm (Bain, 1959), it has shown that the firm strategy for competing in the market
is determined by the industry structure (Porter, 1990).

In recent research, a certain distancing has occurred with respect to views based on the
industry and the firm. The influence of location factors on innovative activities has been
recognized (Moulaert and Sekia, 2003). Currently, the institutional framework plays a
relevant role in the innovative process, as do the stock of knowledge spillovers (Naz et al.,
2015) and other factors related to geographic areas, such as countries (Fagerberg et al., 2007),
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regions (Asheim and Gertler, 2005; Barasa et al., 2017), clusters (Delgado et al., 2014),
industrial districts (Becattini, 2004) and cities (Florida et al., 2017). In this century of
increasing globalization, economic activities related to the production of new knowledge and
innovation are paradoxically increasingly influenced by geographic proximity
(Acs et al., 2002).

Along these lines, a new paradigm known as the institution-based view of strategy has
appeared (Peng et al., 2009). It emphasizes the impact that the geographic area of the firm’s
location has on firm strategy. This view is based on institutional theories from economic (North,
1990), sociological (Powell and DiMaggio, 1991) and organizational (Scott, 1995) perspectives.
It reinforces the idea that innovations are produced in a certain institutional framework and are
generated from interactions among local agents, the interchange of knowledge and geographic
concentration and proximity (Binz et al., 2014). These approaches are consistentwithMarshallian
research which stresses that agglomeration economies, specifically knowledge spillovers, are
significant in generating innovative activity (Audretsch and Feldman, 2004). This view coincides
with the results of influential investigations conducted on national systems of innovation
(Lundvall, 1992, 2007) in which national and geographic settings have been shown to havemajor
impacts on how firms allocate resources to innovative activities (�Acs et al., 2014).

In short, the institution-based view reinforces the idea that the institutions that
characterize a certain geographic area play a role that is “fundamental, not incidental, to the
innovation process” and that one “simply cannot understand innovation properly if one does not
appreciate the central role of spatial proximity and concentration in this process” (Asheim and
Gertler 2005, p. 292). This view provides an ideal framework for examining the influence of
institutions on firm innovation effort (Mueller et al., 2013) and provides an explanation of why
companies located in certain countries exert greater innovation effort (Porter and Ketels,
2009). The institution-based view has also grown in response to long-standing criticism of the
industry-based and resource-based views’ lack of attention to contexts. It also complements
these traditional perspectives, improving knowledge on how factors influence innovation
effort at three levels of analysis (firm, industry and country) (Peng et al., 2009).

There are very large bodies of research on the determinants of innovation strategies at
each of these three levels of analysis: firm, industry and country. Attention has been paid to
the latter two levels in particular; however, little is known theoretically or empirically about
how they can complement each other to affect the different innovation strategies of firms
(Karlsson andTavassoli, 2016). Different research traditions and the difficulty of carrying out
empirical studies using factors that jointly represent the interaction effects on innovation
have possibly led scholars to study their effects separately (Nieto and Gonz�alez-�Alvarez,
2014). This has resulted in partial views of the determinants of firms’ innovation effort (Ahuja
et al., 2008). It has been observed that the innovative activity patterns of firms and industries
differ systematically and consistently across countries (Malerba andOrsenigo, 1996). For this
reason, there is a need to analyze how the relations between firms’ innovation effort and
variables at the industry level are modified when the interaction of characteristics of the
countries in which they are located is taken into account, while controlling for firm resources
and capabilities (Cefis and Orsenigo, 2001). Boundary theory (Busse et al., 2016) can help us
analyze these interaction effects between industry and country characteristics and their
influence on firms’ innovation effort. According to Busse et al. (2016, p. 7), the boundary
conditions function of a given theory depicts the accuracy of theoretical predictions for any
context. Similarly, Edwards and Berry (2010, p. 676) state: “contingencies built into theories
increase precision by specifying when and how the relationships predicted by the theory should
vary and whether the theory in toto is applicable in particular circumstances”. Busse et al. (2016,
p. 9) show that moderating analysis is the most established form of exploring boundary
conditions. Based on these arguments, we formulate our main research question: How do
institutional industry context interactions influence firm R&D investment?
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The main goal of this study is to fill this gap in the literature by examining industry and
country effects on firms' innovation effort. We intend to delve into recent research, which in
other areas jointly analyzed, for example, the effects of these dimensions on the strategies of
multinational corporations (Makino et al., 2004), on diversification strategies (Casson and
Singh, 1993) and on firm performance (Bamiatzi et al., 2016).

The present study advances our knowledge of firms’ innovation effort in different ways.
We analyze the interaction effects of industry factors and country characteristics on
innovation effort while controlling for the effects of firm factors on this relationship.
Specifically, based on the current relevance of the institutional framework, we analyze how
these factors interact with industry factors to enhance or reduce firms’ innovation effort. Our
findings show that all country factors have an influence on innovation effort, and the effects
of variables related to industry become less significant when country factors are included in
the model. However, results also show that industry effects become less significant because
they moderate the influence of institutional variables. Although country characteristics
influence firm’s innovation effort, this influence may be attenuated or reduced depending on
industry factors. These findings might challenge the view in the literature on innovation
which has traditionally highlighted the role of industries as the drivers of change inside firms.
Our findings support the thesis of a new paradigm in the innovation literature (Kukk et al.,
2016; Kooijman et al., 2017; Ho et al., 2018) and defend the capacity of public agents and
institutional frameworks to influence innovative firm structures. But, instead of considering
these in isolation, as has been done in the literature to date, we propose an integrative analysis
that considers “industry-country” relationships.

The rest of the paper is structured as follows. The next section analyzes the characteristics
of each variable in the model and considers how they are related. Section 3 defines the sample
and the measures taken to make each of the variables operative, while Section 4 presents the
empirical analysis and the results. Finally, Section 5 offers a discussion of the results and
concluding remarks.

2. Theoretical background and hypotheses
2.1 Firms’ innovation effort
The firm’s innovation effort includes a sequence of decisions aimed at the generation of new
knowledge and applying it to new products, processes, organizational methods,
combinations of inputs and new markets (Antonelli et al., 2013). These decisions are
related to the assignment of resources to innovative activities and are, to a great extent,
reflected at the level of firms’ innovation effort (Li andAtuahene-Gima, 2001). The intensity of
the innovation effort that a firm exerts defines its innovation effort and depends on the
incentives that it has to innovate (Ahuja et al., 2008). The study of incentives for innovation
and the determinants of firms’ innovation effort has therefore been a relevant and fruitful
field of research in management and economics. Many scholars have contributed to our
understanding of the determinants of innovation effort by integrating the incentive-based
approach into different research frameworks (Le Bas and Scellato, 2014). As stated in the
Introduction, three frameworks are crucial: the resource-based view, the industry-based view
and the institution-based view. This research was carried out based on the last two views
while controlling for the first, because it has been widely developed in the extant literature.
These variables can be grouped under two broad headings: (1) industry structure and
(2) country characteristics.

2.2 Industry structure
The industry-based view emphasizes the importance of industry structure in shaping firm
behaviour. According to this view, which is reflected in the SCP paradigm, firms are integral
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parts of an industry, and industries with distinct market structures, market conduct and
performance tend to differ significantly (Bain, 1959). The structure of each industry, which is
exogenously determined by internal competitive forces, influences the strategic decisions of
firms (Bamiatzi et al., 2016). From this perspective, industrial organization scholars have
provided extensive empirical evidence on the ways in which certain factors of industry
structure, such as industry composition (Gumbau-Albert and Maudos, 2013), competitive
pressure (Crowley and Jordan, 2017) and technological opportunity (Geroski, 1990), among
others (see (Kamien and Schwartz, 1982; Cohen, 2010) for a review), influence firms’
innovation effort. This research has made clear the existence of a relationship between
industry structure and firms’ innovation effort that can be stated as follows:

H1. The industry’s structure influences the incumbent firm’s innovation effort.

From the whole factors relating to industry structure, competitive pressure is the most
relevant because of the extent of its impact on innovation activities and the interest it has
sparked in the literature (Cohen, 2010; Thomas, 2017). On the one hand, Schumpeterian
hypotheses indicate that concentrated markets in which there is less competitive pressure
provide the best environment to internalize the benefits of innovation effort. It has been
argued that in these markets, firms will invest more in R&D because they can achieve
superior benefits, have more and cheaper financial resources to spread the risk, take
advantage of the effects of economies of scale and scope and have a greater capacity for
specialization in people and equipment (Gilbert, 2006). Furthermore, firmswithmarket power
havemotivations to innovate, and, therefore, to create entry barriers for potential competitors
(Beneito et al., 2015). Alternatively, it has been noted that by increasing the number of firms –
a typical measure of increased competitive pressure in the industry – innovation effort
increases (Arrow, 1972). The relationship between competitive pressure and innovation effort
has been estimated thousands of times from samples obtained in practically all industries and
countries, yielding barely conclusive results (Crowley and Jordan, 2017). The empirical
evidence shows positive (Griffith et al., 2006), negative (Spence, 1984) and U-shaped (Aghion
et al., 2005) relations. Against the background of these arguments, we posit the following
non-directional relationship:

H1a. Competitive pressure influences the incumbent firms’ innovation effort.

Firms’ innovation effort can be affected by the existence of technological opportunities
(Koeller, 2005). The level of technological opportunity in an industry depends on the nature of
its technologies, on the extent of its applications, on accumulated scientific knowledge, on its
proximity to basic science and on advances in the technologies of other sectors that can be
applied in the industry (Klevorick et al., 1995). Technological opportunity reflects the path
that the technologies of the industry have followed in the past (Nelson andWinter, 2002) and
determines the possibilities for future development (Geroski, 1990). Technological
opportunities can influence a firm’s innovation effort in a dual sense. On the one hand, the
more technological opportunities an industry offers, the greater the innovation effort of the
firms operating in it. In fact, in industries with high levels of technological opportunity, firms
may access superior technological know-how and improve the capabilities of their R&D
personnel (Geroski, 1990), thus increasing the probability of success in innovation, which
constitutes a stimulus for greater innovation effort (Klevorick et al., 1995). On the other hand,
technological opportunities may induce a substitution effect and discourage the realization of
R&D activities by the firm. In industries with high levels of technological opportunity, firms
design innovation strategies to use the technological knowledge developed by public
research centres, universities or suppliers, which leads them to reduce their R&D
expenditures (Becker and Peters, 1998). Thus, considering both arguments, we posit the
following non-directional hypothesis:
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H1b. Technological opportunities influence incumbent firms’ innovation effort.

2.3 Country characteristics
The institutional-based view of strategy emphasizes the influence that the institutional
framework of a country exerts on different dimensions of the strategic behaviour of firms
located therein (Peng et al., 2009). The institutional framework is a durable system of
established and embedded social rules that structure social interactions (Hodgson, 2006) and
comprise both formal and informal constraints (North, 1990). Formal constraints include
political, judicial and economic arrangements, whereas informal constraints include values
and socially sanctioned norms of behaviour, which are embedded in culture and ideology
(Scott, 1995). These elements differ in every country and establish the structure of incentives
that regulates economic exchange (North, 2005). Specifically, they determine the assignment
of resources to innovation activities (Furman et al., 2002). In this view, the relationships
between firms’ innovation effort and different dimensions of the institutional environment,
such as the regulatory framework (Barbosa and Faria, 2011; Donbesuur et al., 2020), political
institutions (Vasudeva, 2009) and system of values (Mueller et al., 2013), among others (Tsai
et al., 2011), have been studied. The results of this research have clarified that the institutional
characteristics of countries not only play a determining role in the design of firms’ innovation
effort (Mueller et al., 2013) but also modify the relationships among the firm’s resources and
capabilities, industry structure and innovation effort (Narayanan and Fahey, 2005).
In addition, innovation scholars have documented the influence of innovation effort on
other country-specific factors, such as localized knowledge spillovers (Feldman, 1999). The
empirical evidence suggests that location clearly matters in exploiting knowledge spillovers
(Audretsch and Feldman, 1996) and that these stimulate innovation in firms that are located
in the nearest geographic environment, for example, in that country. Oliveira and Nat�ario
(2016) show that innovation is positively associated with a diverse set of institutional factors
that shape a territorially embedded innovation system, in which firms’ innovation activity is
chiefly based on localized learning processes. Recently, Rodr�ıguez-Pose and Zhang (2020)
showed that poor institutional quality is an important barrier for firm-level innovation.
In short, the innovation effort exerted by the firms located in a certain country is determined
by the characteristics of its institutional environment and by the knowledge spillovers to
which they have access. Also, firms that grow up in pro-innovation institutional
environments acquire specific habits and develop innovative behaviours that are
maintained regardless of their growth. Thus, we can posit the following hypothesis:

H2. Country characteristics influence firms’ innovation effort.

The institutional framework of a country includes a set of formal and informal restrictions
that condition the decisions that firmsmay take. That is, using North’s well-knownmetaphor
(1990, p. 3), the institutional framework establishes the social and economic “rules of the
game” in each country. These rules are specified in laws, regulations, customs, behavioural
patterns, cultural values and so forth (Peng et al., 2009). Institutional theory explains how the
formal and informal elements of the institutional environment establish the incentive
structure that determines firms’ innovation effort and legitimizes their actions (DiMaggio and
Powell, 1991; North, 2005). The institutional characteristics of countries condition firms’
innovation effort and determine innovation effort in various ways. It has been verified that
quality institutional environments provide economic interchanges and reduce the
uncertainty associated with innovative activities that encourage firms’ innovation effort
(Karniouchina et al., 2013). Furthermore, innovation effort is higher in countries that have
efficient institutions that supply financing for R&D activities (Rajan and Zingales, 2003) and
protect the property rights of innovative firms, guaranteeing the recovery of their
investments (Isobe et al., 2000). These arguments suggest that the availability and value of

Industry,
country and
Innovation



innovation resources, as well as the decisions for assigning these resources to innovation
projects, are determined by institutions (Peng, 2002). In short, a quality institutional
framework with clear and stable rules that promote competition, efficiently regulate markets
and protect property rights limits the risk perceived by firms and stimulates innovation effort
(North, 2005). On the basis of these arguments, we posit the following hypothesis:

H2a. The quality of a country’s institutional framework influences firms’ innovation
effort.

Current research has highlighted the impact of knowledge spillovers on the innovation
activities of firms located in a country (Feldman, 1999). Since Marshall (1961) recognized the
existence of a geographic component in the spillover mechanism, several studies have shown
the origin (Feldman and Kelley, 2006), territorial scope (Jaffe et al., 1993) and effects of
knowledge spillovers on innovation activities (see D€oring and Schnellenbach, 2006, for a
review). It has been argued that geographic clustering or concentration facilitates searches
for information, increases search intensity and, in general, aids in the coordination of tasks
(Furman et al., 2002). In addition, knowledge is not easy to contain, and the geographic limits
of countries provide a method of defining the spillovers. Hence, the knowledge spillovers that
have accumulated in a country can stimulate the innovation effort of its firms, producing
higher rates of technological progress and economic growth (Feldman, 1999). Despite the fact
that knowledge spillovers have traditionally been thought to decrease firms’ incentives to
invest in R&D since the returns from innovation cannot be fully appropriated (Bernstein and
Nadiri, 1988), most empirical studies have found a positive relationship between knowledge
spillovers and innovation effort (Tappeiner et al., 2008). These knowledge spillovers increase
a firm’s absorptive capacity, that is, its ability to assimilate knowledge from its environment
(Cohen and Levinthal, 1990), and consequently induce complementarities in firms’ R&D
efforts (Aghion and Jaravel, 2015). Knowledge spillovers, combined with the firm’s existing
knowledge, create opportunities for developing new products (Yli-Renko et al., 2001), thus
increasing innovation effort. Spillovers stemming from knowledge generated by public
research projects offer new opportunities that stimulate innovation, improve firms’
innovation performance (Ahuja et al., 2008) and consolidate a habit of innovation from the
start. Based on these arguments, we posit the following hypothesis:

H2b. Knowledge spillovers in a country influence firms’ innovation effort.

It has been observed that the innovation activity patterns of firms and industries differ
systematically and consistently across countries (Malerba andOrsenigo, 1996). Some authors
argue that regardless of the industry in which they operate, firms located in countries with
quality institutional environments will exert greater innovation effort (Furman et al., 2002).
However, others show that industry-specific characteristics largely explain differences in
innovation across countries (Furman et al., 2002). Similarly, Barbosa and Faria (2011) argue
that “stricter anti-trust laws could have a negative impact on innovation”. Other authors
suggested that less competition could possibly boost innovation in laggard industries but
would hinder it in leading industries (Aghion et al. (2005). Finally, Coad et al. (2019) suggest
that more research is needed to understand the influence of the sector and of “policy
interventions” on firms’ innovation effort.

Previous works (Coad et al., 2019, among others) widely recognize that innovation and its
processes exhibit important sector specificities, so it is important to analyze how firms’
innovation could be supported by policy interventions in a context-specific and effective
manner. Also, due to market globalization, other authors have shown that the institutional
characteristics of countries can also be affected by the competitive structures of industries
(Coad et al., 2019, for a review). Firms located in countries that have accumulated a high
volume of knowledge spillovers and have quality institutional frameworks could be more
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innovative if industry characteristics support this knowledge absorption (Furman et al.,
2002). According to this paradigm, industry and institution-based views become
complementary since firms with high potential to absorb knowledge from the industry
and countrywill bemore innovative. Usually, such firms have largermarket shares or at least
a good position in the global market. Several authors argue that it is difficult to separate the
influence of both concepts (industry and country) on firms’ innovation effort as they may be
complementary (Peng et al., 2009; Garrido et al., 2014). This cross-context effect has been used
previously and suggests the need to analyze the boundary effect using an interaction term
(Busse et al., 2016). Furthermore, much of the innovation effort that the firms in an industry
exert is motivated by the use of knowledge gained from clients and suppliers (Cappelli et al.,
2014), which is transferred better in institutional environments that allow for cooperation and
knowledge interchange (Aghion and Jaravel, 2015). These arguments point to the importance
of combining country and industry effects to analyze firms’ innovation effort (Coad et al.,
2019). Based on previous literature that highlights the role of markets in innovation (Barbosa
and Faria, 2011; Barasa et al., 2017), we suggest that it is necessary to explore the interaction
between competitive pressure and institutional variables on firms’ innovation effort.

H2c. The effects of country characteristics on firms’ innovation effort are moderated by
the competitive pressure of the industry.

3. Data and methods
3.1 Data
The data set is a panel of firms registered in the EU Industrial R&D Investment (IRI)
Scoreboard (European Commission, 2011). The IRI Scoreboard provides economic and
financial data on the top 2,000 firms in the world ranked by their investments in R&D and by
year. The data set covers 96.1% of R&D carried out in 2007 by the top 2,000 corporations in
the world that are listed in the EU-JRC-IPTS 2008 industry R&D Scoreboard, which is itself
representative of more than 85% of worldwide R&D in the private sector (Business
Enterprise R&D). Sample selection bias in investing relative to the population is not likely
large (Montresor and Vezzani, 2015). Therefore, these data sources are used in a growing
number of research papers (e.g. Garc�ıa-Manj�on and Romero-Merino, 2012; Cincera and
Veugelers, 2014; Montresor and Vezzani, 2015; Castellani et al., 2017).

In this paper, the IRI Scoreboard was used to estimate industry and firm variables. To
measure the location variables, it was necessary to use the following databases: the OECD’s
Main Science and Technology Indicators [1] and the Global Competitiveness Report [2]
compiled by the World Economic Forum.

The resulting panel comprises 3,682 firms and 16,355 observations. Some companies
entered and others exited the ranking during the study period (2004–2012). Thus, the panel
was unbalanced, that is, a panel in which data are not observed for all categories and years of
the study period. To ensure at least four consecutive years of data for every company in our
panel, we reduced the final unbalanced panel for the regression analysis (GMM) to 1,211 firms
and 7,283 observations [3]. This final sample represented 32.88% of the initial number of
companies (3,682) and 44.53% of the initial number of observations, with a margin of error of
2.31% [4]. We must note that unbalanced panels are used frequently in empirical research,
allowing us to control for both entry and exit and mitigating potential selection and survivor
biases (Carpenter and Petersen, 2002).

3.2 Variables and descriptive statistics
Innovation effort is measured as the ratio of R&D expenditures to the net sales of the firm by
year (INNOV); previous studies have also used this measure (McCutchen and Swamidass,
1996; Bol�ıvar-Ramos, 2017). This is a measure of input into the innovation process that is
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widely used in the literature and is related to innovation indicators through some knowledge
production function (Mairesse and Mohnen, 2004). Previous authors have used this measure
from the same database because of its relevance to capturing firms’ innovation efforts and
perseverance in these investments (Cincera and Ravet, 2010; Moncada-Patern�o-Castello et al.,
2010; Garc�ıa-Manj�on and Romero-Merino, 2012; Cincera and Veugelers, 2014; Montresor and
Vezzani, 2015). The explanatory variables were classified at two levels, depending on
whether the influence they exert on innovation effort stems from industry structure
or geographical location. Additionally, we consider the influence of firm-level factors on
innovation effort as control variables. Table 1 defines each variable used in the empirical
analysis and lists the data sources.

First, variables representing the industry structure were included in the model and were
measured as follows. Competitive pressure (CPRESSURE) was calculated as a Herfindahl-
Hirschman Index (HHI) for each of the 55 industries present in the sample. The industries were
defined using the 2002 two-digit NACE codes [5]. HHIswere based on the annualmarket shares
of firms belonging to each global industry for each of the nine years analyzed. Technological
opportunity was estimated indirectly via dummy variables following seminal research in this
field (Scherer, 1965). Industries were classified into three levels of technological opportunity:
low (LOW-OPPORT), medium (MED_OPPORT) and high (HIGH_OPPORT). The allocation of
categories was based on the technological intensity of each industry (Ortega-Argil�es et al.,
2011). The assumption behind this procedure is that firms in industries in the same group
perform their activities using similar technologies from the perspective of the level of
technological development. Such technologies are linked to scientific areas that are closely
connected, so they have the same possibilities for technological development, that is, the same
conditions for technological opportunity (Nieto and Quevedo, 2005).

Second, the influence exerted by factors relating to geographical location on the firm’s
innovation effort is reflected in the model using two types of variables. The institutions
variable (INSTITUTIONS) is determined by the legal and administrative framework within
which individuals, firms and governments interact to generate wealth. This indicator was
normalized on a 1-7 scale and was based on seven dimensions (property rights, ethics and
corruption, undue influence, government inefficiency, security, corporate ethics and
accountability). The calculations were performed using data from the Global
Competitiveness Report (World Economic Forum, 2020). Knowledge spillovers
(SPILLOVERS) were measured as the ratio of government budget appropriations or
outlays for R&D (GBOARD) to gross domestic product (GDP) by country and year. The
calculations were performed using data from the Main Science and Technology Indicators
(OECD, 2015).

Third, we consider two moderator variables. Specifically, we use the interaction between
CPRESSURE and INSTITUTIONS and between CPRESSURE and SPILLOVERS to create
these new variables, which aim to capture the complementarities between both external
factors of the firm to analyze the implications for R&D investment.

Fourth, we consider control variables representing the firm level since the resources that a
firm owns and has full control will impact firm innovation (Demirkan, 2018). Thus, we include
in the model the stock of resources accumulated by the firm (SIZE) and the annual flow of
investment (CapEx). These variables were measured using the IRI Scoreboard data in the
following way: firm size (SIZE) wasmeasured as the logarithm of the number of employees in
the firm by year, and capital expenditure (CapEx) was measured as the ratio of capital
expenditure to the net sales of the firm by year.

Table 2 includes a cross-table of industries, countries, firms and observations in order to
more thoroughly describe the sample analyzed. Table 3 covers the main descriptive statistics
for the dependent variable (INNOV) for the various countries and industries included in the
final sample.
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Dependent
variable Variable Description Data source

Innovative
effort

INNOV Ratio between R&D expenditures
and net sales (in %) [years
2004–2012]

EU Industrial R&D Investment
Scoreboard (IPTS-IRI,
2005–2013)

Industry
variables Variable Description Data source

Competitive
pressure

CPRESSURE Hirschman–Herfindahl Index
(HHI) [years 2004–2012]

Estimation based on data
collected in the EU Industrial
R&D Investment Scoreboard
(IPTS-IRI, 2005–2013)

Technological
opportunity

LOW_OPPORT Dummy variable identifying low-
tech industries (1) and medium-
tech and high-tech industries (0)
according to the OECD
classification [Estimation in 2007]

Ortega-Argiles et al. (2011)

MED_OPPORT Dummy variable identifyingmed-
tech industries (1) and medium-
tech and high-tech industries (0)
according to the OECD
classification [Estimation in 2007]

HIGH_OPPORT Dummy variable identifying
high-tech industries (1) and
medium-tech and low-tech
industries (0) [Estimation in 2007]

Country
characteristics Variable Description Data source

Institutions INSTITUT Concepts related to the protection of
property rights efficiency and
transparency of public
administration, independence of the
judiciary, physical security,
business ethics and corporate
governance. Public and private
institutions. [years 2004–2012]

Global Competitiveness Report.
World Economic Forumdatabase.
(WEF, 2005–2013)

Knowledge
spillovers

SPILLOVERS GBAORD / GDP, % [years 2004–
2012]

Estimation based on data
collected in the Main Science and
Technology Indicators (OECD,
2015)

Firm control
variables Variable Description Data source

Firm size SIZE Number of employees (in logs)
[years 2004–2012]

EU Industrial R&D Investment
Scoreboard (IPTS-IRI, 2005–2013)

Capital
expenditure

CAPEX Capital expenditure / net sales,
% [years 2004–2012]

EU Industrial R&D Investment
Scoreboard (IPTS-IRI, 2005–2013)

Table 1.
Variable definitions

and data sources
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3.3 Models
To test the hypotheses proposed in the theoretical section, the following dynamic linearmodel
was specified:

INNOVit ¼ β1CPRESSUREit þ β2TECH_OPPORTit þ β3INSTITUTIONSit

þ β4SPILLOVERSit þ β5MODERATORSit þ β6Controlvariablesit þ μit

As explained in the variables section, technological opportunity is a qualitative variable that
groups support polices into three possible categories; thus, to operationalize it, three dummy
variables are defined. However, in the regression models, it is only possible to add k�1
dummies (in our case, 2); otherwise, the parameters cannot be estimated. Therefore, the
results are presented by combining the dummies into pairs to understand what their
coefficients truly mean. It is sufficient to state the results of the combination of dummy
HIGH_OPPORT and LOW-OPPORT orMED_OPPORT because the results of the remaining
combinations can be deduced from the previous one.

To test the hypotheses proposed in the theoretical background section, we used the
STATA12 program. Additionally, due to concerns of endogeneity between the dependent
variable (INNOV) and the independent variables and to take into account the panel structure
of the data, GMM and instrumental variables are the most frequently considered approaches
to solve this problem when the dependent variable is continuous due to the characteristics of
the estimators developed (Arellano and Bond, 1991; Blundell and Bond, 1998).

Country Industries Firms Number of observations

Austria 12 14 57
Belgium 13 20 83
Canada 14 16 85
China 5 8 32
Denmark 18 21 86
Finland 24 34 136
France 27 51 218
Germany 21 103 425
Greece 4 1 4
Ireland 7 9 47
Italy 10 17 71
Japan 21 226 1,622
Luxembourg 3 2 9
Norway 6 6 42
Poland 1 1 4
Portugal 3 2 9
Russia 1 1 9
Singapore 1 1 4
Slovenia 1 1 4
Spain 6 8 32
Sweden 18 35 150
Switzerland 3 2 10
The Netherlands 12 22 89
Turkey 2 2 12
UK 23 124 525
USA 25 484 3,518
Total: 26 countries 55 1,211 7,283

Table 2.
Sample description at
firm-, industry- and
country levels

EJIM



In particular, the GMM estimator uses internal instruments, specifically, instruments that are
based on lagged values of the right-hand-side explanatory variables that may present
problems of endogeneity (in this study, we instrumented all independent and control
variables). To check the validity of the model specification when using GMM, the Hansen
statistic of overidentifying restrictions is used to test for the absence of correlations between
the instruments and the error term, M2 statistics were used to verify the lack of second-order
serial correlation in the first-difference residuals and Wald tests analyzed the joint
significance of the reported coefficients. In contrast, the traditional estimator of instrumental
variables (although consistent) is inefficient in presence of heteroscedasticity (Baum et al.,
2003). Furthermore, there is the problem of identifying the adequate instruments. Thus, the
principal limitation of the instrumental variables approach is the choice of external
instruments that are not correlatedwith the error term and that contain sufficient information
about the explanatory variables in the model that are not strictly exogenous (Pindado and
Requejo, 2015). For this reason, this study uses the GMM approach.

4. Results
Table 4 shows the descriptive statistics, including the mean, standard deviation and
minimumandmaximumof the variables. These valueswerewithin the expected range, so the
possibility of our results being due to a mistaken sample selection was ruled out.
Additionally, Table 5 lists the correlation coefficients of the variables used in the regression
analyzes. Although some of the variables show statistically significant correlations, an
analysis of the variance inflation factors (VIFs) revealed no evidence of multicollinearity, as
all of the values remained under 10 (Kleinbaum et al., 1988).

Country N Share (%) Mean Std. dev. Min. Max.

Austria 57 0.783 20.243 83.236 0.039 524
Belgium 83 1.140 7.156 10.134 0.128 53.694
Canada 85 1.167 7.734 7.092 0.406 30.361
China 32 0.439 2.682 2.498 0.140 9.4
Denmark 86 1.181 16.103 62.078 0.156 500.326
Finland 136 1.867 5.399 6.677 0.003 28.864
France 218 2.993 9.453 18.837 0.061 200.5
Germany 425 5.836 9.343 32.705 0.025 514.889
Greece 4 0.055 2.689 0.889 1.882 3.927
Ireland 47 0.645 7.590 13.494 0.402 54.751
Italy 71 0.975 4.497 4.692 0.053 19.308
Japan 1,622 22.271 4.837 4.672 0.1 47.607
Luxembourg 9 0.124 2.774 5.898 0.515 18.487
The Netherlands 89 1.222 16.628 60.961 0.128 553
Norway 42 0.577 2.065 5.605 0.273 2.065
Poland 4 0.355 0.319 0.036 0.285 0.366
Portugal 9 0.124 1.952 1.627 0.194 3.904
Russia 9 0.124 0.582 0.191 0.273 0.954
Singapore 4 0.055 1.591 0.154 1.482 1.7
Slovenia 4 0.055 7.519 0.275 7.242 7.881
Spain 32 0.439 9.030 19.512 0.128 65.395
Sweden 150 2.060 7.890 10.466 0.310 61.36
Switzerland 10 0.137 4.076 2.313 1.427 8.077
Turkey 12 0.165 0.899 0.755 0.138 2.2
UK 525 7.209 11.890 27.808 0.067 308.25
USA 3,518 48.304 17.257 46.147 0.064 997.333
Worldwide 7,283 100 12.260 36.640 0.025 997.333

Table 3.
Descriptive statistics of

dependent variable
(R&D/net sales) by

country

Industry,
country and
Innovation



Table 6 and Figure 1 show the results of the GMM models estimated for testing the
hypotheses regarding relations between the three groups of independent variables and
innovation effort.

The GMM1model covers the influence exerted by control variables at the firm level (SIZE,
CapEx) on the dependent variable. According to the specification tests (joint and individual),
the model is significant. Our results show that size and capital expenditure exert a significant
influence on innovation effort. On the one hand, these results indicate that the relation
between firm size and innovation effort is significantly negative (β 5 �6.69, p < 0.01).
Previous studies (Barbosa and Faria, 2011, p. 1158) show that “small firms tend to outperform
large firms when using innovation counts as an indicator for innovation”. In this regard, this
study empirically supports previous studies that show that large firms tend to innovate more
occasionally, never innovate or generate a large number of innovations only in particular
years (Cefis and Orsenigo, 2001). In addition, as has been indicated in previous studies, the
entrepreneurial spirit of scientists in large firms and their ability to capture the benefits of
their individual efforts in many cases impede greater investment in innovation effort (Ahuja
et al., 2013). Additionally, as a control variable, new evidence is provided on the existence of a
positive relation between capital expenditure and innovation effort (β5 1.18, p < 0.01). This
finding reinforces the results obtained in previous studies that capital expenditure
complements investments in R&D (Harmantzis and Tanguturi, 2007; Piergiovanni and
Santarelli, 2013).

The GMM2 model covers the influence of the independent variables at the industry level
(CPRESSURE, HIGH_OPPORT, MED_OPPORT) and control variables at the firm level
(SIZE, CAPEX) on the dependent variable. According to the specification tests, the model is
significant. The results confirm the relations proposed in hypothesis 1b, but do not confirm
hypothesis 1a. Thus, in relation to industry level variables, only technological opportunity
(H1b) exerts a significant and positive effect on firm innovation effort. In particular,
technological opportunity seems to have (as expected) a stronger effect on HIGH_OPPORT
(β5 0.58, p<0.01) andMED_OPPORT (β5 0.22, p< 0.1) than on LOW_OPPORT in terms of
firm innovation effort. This result is consistent with those obtained in most prior research
(Klevorick et al., 1995) and confirms the idea that firms operating in industries with high
levels of technological opportunity exert greater innovation effort (Bala Subrahmanya, 2005;
Raymond and St-Pierre, 2010). This result, which is not new in the literature on innovation
(Gilbert, 2006), reduces the importance that has traditionally been assigned to market power
as a determinant of innovation effort under the influence of Schumpeterian hypothesis.
Moreover, similarly to GMM1, the firm control variables (SIZE and CAPEX) have an
influence on firms’ innovation effort.

Mean Std. dev. Min. Max.

INNOV 12.260 36.640 0.025 997.333
CPRESSURE 0.060 0.051 0.014 1
HIGH_OPPORT 2.535 2.890 0 9
MED_OPPORT 1.237 2.341 0 9
LOW_OPPORT 0.634 1.800 0 9
INSTITUTIONS 5.015 0.363 2.94 6.18
SPILLOVERS 0.751 0.114 2 1.13
SIZE 8.975 1.656 3.664 13.171
CAPEX 5.502 6.484 0 182.1

Note(s): N 5 7,283
Table 4.
Descriptive statistics
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In addition, the GMM3 model considers the influence of factors relating to country
characteristics (INSTITUTIONS and SPILLOVERS) and control variables on the dependent
variable. According to the specification tests (joint and individual), the model is significant.
These results allow us to confirmHypotheses 2a and 2b. Country characteristics seem to have
a positive and significant effect on firms’ innovation effort, as shown in previous studies
(Vasudeva, 2009; Barbosa and Faria, 2011; Mueller et al., 2013). Specifically, our results show
that firms located in strong environments that have well-established property rights, are
more ethical and less corrupt, have efficient governments, secure environments and a greater
proportion of ethical firms (H2a), high levels of public innovation in their countries of origin
and high knowledge spillovers (H2b) are more likely to invest in R&D, with values of
(β 5 2.34, p < 0.05) and (β 5 3.52, p < 0.01), respectively.

The GMM4 model empirically analyzes the influence of all the independent and control
variables on firms’ innovation effort. According to the specification tests (joint and
individual), the models are significant. At the same time, this model rechecks previously
confirmed hypotheses using the GMM2 and GMM3 models. Specifically, although the
coefficients and significance of some variables are low, our results confirm hypotheses H1b,
H2a and H2b. In particular, when institutions (H2a) and knowledge spillovers (H2b) are
included, the effect of the variables at the industry level [technological opportunity (H1b)] is
less significant in the case of high technology and non-significant in the case of medium
technology. The fact that some variables lose significance when country and industry
variables are present suggests that there are some common effects that might be repeated.

Finally, to consider in depth the real influence of country and industry factors, the GMM5
model analyzes themoderation effects.We can confirm the positivemoderation effect exerted
by competitive pressure on the relationship between institutions and R&D investment (H3),
although it is not possible to confirm it with the spillovers variable. These results show that
firms located in less competitive industries or firms with larger market shares in the industry
take advantage of institutional factors in their country of origin to a greater degree than firms
located inmore competitive industries. This boundary analysis enhances the need to consider
both factors (industry and institutions) to determine R&D firm investment.

4.1 Robustness check
We designed several robustness checks to verify our main relationships. Firstly, we repeated
the estimations considering only the companies for which we have a balanced panel

Country’s institutional framework (INSTITUTIONS)

Competitive pressure (CPRESSURE)

Firm size (SIZE)
Capital Expenditure (CAPEX)

Firms’ innovation effort

Technological opportunity:

Knowledge spillovers (SPILLOVERS)

Country characteristics

Industry structure

Dependent variable

Control variables

Industry structure

1. HIGH_OPPORT

2. MED_OPPORT

� = 2,68***

� = 2,45**
� = 14,21**

� = –0,59

� = –5,52

� = 0,33**

� = 0,04

Figure 1.
Main results

Industry,
country and
Innovation



(334 firms), that is, companies for which we have complete information for the nine years
considered (2004–2012). The results are similar, and all hypotheses are confirmed. Secondly,
we decided to use other independent variables instead of “institutions”. Since “institutions” is
an aggregate measure of the quality of the institutions in a country, we decided to
disaggregate it into six variables based on the main institutional variables suggested in
previous literature (Barbosa and Faria, 2011; Barasa et al., 2017; Alam et al., 2019). Since all six
variables are also included in the “institutions” variable, we aimed to check if it was also
possible to confirm these main relationships. Table 7 contains two models with the same
sample and methodology that was used in Table 6, but with the “institutions” variable
disaggregated into six. In the first model, we only analyzed the effect of institutional
variables, while in the second one, we also added industry variables. Our results showed that
not all the “institutional” variables affect R&D investment, and one of them has a negative
influence, while the rest affect it positively. Specifically, the legal framework does not favour
R&D firm investment (β 5 �0.43, p < 0.01) maybe because the rules, rights and obligations
are too rigid for companies, governments and citizens and hamper the introduction of
innovations. Conversely, controlling the level of corruption in the country (β5 0.47, p < 0.01)
and offering an efficient labour force (β 5 1.40, p < 0.05) and financial market development
(β 5 0.96, p < 0.05) enhance firms’ investment in R&D. All these factors maintain their
magnitude and significance when industry variables are present. Similarly, industry factors
lost significance and effect when institutional variables were included.

Thirdly, to check the validity of our results and to go into greater depth in the boundary
analysis, we repeated all the main models for three different geographical areas (Table 8):
Europe, North America and Asia. Although we found some similarities, we also found
differences between geographical areas. In Europe, country variables exert a significant
effect on firms’ investment in R&D, while the effects of industry variables are residual or
non-existent. However, the moderation role of competitiveness pressure does not affect
institutions but does affect spillovers. It seems that firms that operate in less competitive

Variables Model 1 Model 2

SIZE �3.58*** (0.46) �3.69*** (0.37)
CAPEX 0.51*** (0.08) 0.49*** (0.05)
CPRESSURE �0.77 (2.85)
HIGH_OPPORT 0.12 (0.09)
MED_OPPORT 0.15** (0.06)
SPILLOVERS 5.56*** (1.51) 5.43*** (0.88)
BUROCRACY �0.04 (0.15) 0.05 (0.11)
LEGAL_FRAMEWORK �0.43** (0.21) �0.55*** (0.15)
CORRUPTION 0.47*** (0.16) 0.22** (0.09)
HIGH-TECH EXPORTS �0.03 (0.04) 0.02 (0.02)
LABOR_MARKET _EFFICIENCY 1.40** (0.61) 1.33*** (0.42)
FINANCIAL_MARKET_DEVELOPMENT 0.96** (0.40) 1.03*** (0.31)
Firms 1,211 1,211
No. of observations 7,283 7,283
Wald (df) LL 212.11***
Hansen test (instruments) 119.95 (110)
AR(1) 0.96
AR(2) 0.67
Z1 212.11***

Note(s): *** Significant at 0.01; ** significant at 0.05 standard errors are shown in brackets. AR(1) and AR(2)
are tests of the null hypothesis of, respectively, no first- or second-order serial correlation. Hansen is a test of the
validity of the overidentifying restrictions based on the efficient two-step GMM estimator

Table 7.
Determinants of
innovation strategy
decoupled
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markets or that have larger market shares take advantage of innovation knowledge present
in the country of origin to invest in R&D. InAmerica, both industry and country variables are
determinant for firms’ investment in R&D. And similarly, in Europe, competitive pressure
enhances the relationship between knowledge spillovers and firms’ investment in R&D.
However, Asian firms are quite different. Similarly to the main model and the other
geographical areas, capital expenditure, technological opportunity and knowledge spillovers
exert a positive and significant influence on firms’ investment in R&D. However, other
country variables such as institutions or competitive pressure exert a negative effect on it.
From this perspective, institutions in Asia constrict firms’ innovation efforts. Also, firms that
operate in more competitive markets present larger R&D investments.

5. Discussion and conclusions
5.1 Discussion
The main objective of this paper was to analyze the impact of factors relating to industry
structure and country characteristics and their complementarities on innovation effort,
taking into account firm resources and capabilities as control variables. Insights obtained
from the aggregated and disaggregated analyzes allow us to draw several conclusions.

Our results show that institutional factors exert a predominant role in firms’ innovation
effort. These factors establish the incentive system that determines firms’ innovation effort
and defines resource allocation to R&D activities (Lu et al., 2008). These insights find support
in previous literature which suggested that formal institutions determine the number and
nature of innovation opportunities and firms’ direct innovation effort (Broberg et al., 2013).
Informal institutions (i.e. cultural values) influence individuals’ attitudes towards innovation
and guide firms’ innovations strategy (Mueller et al., 2013). On the other hand, the knowledge
spillovers generated mainly by R&D activities and financed by the public sector strengthen
firms’ innovation efforts. This can be explained by the fact that public funds for R&D may,
directly or indirectly, complement and stimulate private investment (Veugelers, 1997),
because firms can combine any external knowledge to which they have access, with the skills
and knowledge they already have (Yli-Renko et al., 2001).

Conversely, although previous literature showed that firms’ innovation effort can be
determined by industry conditions, we suggest that not all industry factors exert an
influence, or, at least, not in the same way. After exploring a linear relationship between
competitive pressure and firms’ innovation effort in linewith previous literature (Boone, 2001;
Dubey and Wu, 2002; Dinlersoz and MacDonald, 2009), we did not obtain significant effects.
This result contrasts with the arguments of the industry-based view of strategy (Potter, 1980)
used in previous research to explain the influence exerted by this variable on innovation
effort, both positively and negatively (Ahuja et al., 2008). However, previous empirical
evidence showed that competitive pressure only explains a small part of the variance of
innovation effort (Cohen, 2010), and it has been suggested that it probably reflects the
influence of other more fundamental determinants of technical advance, specifically
technological opportunity (Klevorick et al., 1995). We found a positive influence of
technological opportunity on firms’ innovation effort that supports this idea found in
previous research.

Another explanation for the non-significant effect of competitive pressure on firms’
innovation effort can be found in a change of paradigm in firms’ innovation behaviour. A new
trend in innovation suggests that linear relationships for established factors are no longer
significant, and that we need to search for complementarities of these factors (Busse et al.,
2016). After exploring these complementarities, we showed that competitive pressure
moderates the influence of country variables. Thus, firms in industries with less competitive
pressure or with larger market shares are able to take advantage of the institutional factors
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provided by their country of origin to a higher degree than those in more competitive
industries. Not only are our results supported by the theoretical works of Schumpeter that
emphasize the relevance of creating stronger firms in each industry, but they also provide
new insights reinforcing the idea of cross-context factors as suggested by boundary theory
(Busse et al., 2016). The reputation of the firm stemming from its market share, its level of
productivity and its capacity to hire new workers or to “sell” the boundaries of its country
of origin in the world are some factors that may lead firms to innovate and take advantage of
institutional boundaries. Such boundaries include facilities on the financial market, better
and more efficient regulation and labour market or public innovations and knowledge
spillovers. However, due to geographical differences, these complementarities are not equally
relevant everywhere. The geographical area where a firm develops still conditions its
innovation behaviour either directly or through the influence of situational factors. In fact,
our partial analyzes show that competitive pressure sometimes does not have a direct effect
(in European andAmerican firms), but inAsian firms, it may exert a negative direct influence.
This result shows that Asian firms are more innovative in competitive markets.

Nevertheless, although competitive pressure exerts a moderating effect, we find that
technological opportunity still has a significant direct impact on innovation effort. This
confirms that when firms are in industries with a high degree of technological opportunity,
they are more likely to invest in R&D. In such industries, scientific advances can be achieved
more easily, at a lower cost and faster, so there is greater motivation to carry out R&D. In this
respect, the results are largely consistent with the prior literature (Veugelers, 1997). However,
when the variables representing country characteristics are included, the impact of
technological opportunity becomes weaker. These differences indicate that the combined
effects of the factors representing country characteristics (institutional framework and
knowledge spillovers) reduce the effect of technological opportunity on innovation effort.
These insights find support in the recent literature that questions the importance
traditionally placed on the industry-based view and on industry structure as a
determinant of innovation activity and draws attention to country characteristics
stemming from the institution-based view of strategy (Peng et al., 2009).

5.2 Implications
This paper contributes to a better understanding of the importance of institutional factors, in
addition to the industry dimension, for improving innovation. From the results,
recommendations can be derived for innovation and technology policies. In general terms,
policies to promote innovation effort will be more effective if they focus on country-level
variables, taking into account their complementarities with industry-level variables. Also, the
partial analysis that explored all these innovation effects across regions contributes to the
design of policies that are appropriate for each geographical context. In this respect, the focus
should be on the advantages derived from the relationship between competition and
institutional framework. More protective industries allow firms to better absorb institutional
resources (i.e. knowledge spillovers, country reputation, qualified personnel, financial
opportunities). Greater complementarity between both dimensions may reduce the
uncertainty inherent in innovative activities while also strengthening firms’ innovation
effort. Thus, policies should develop mechanisms that facilitate the accumulation and
dissemination of knowledge spillovers: increased public investment in R&D and elimination
of obstacles to technological transfer between universities and firms by promoting the
incorporation of PhDs in firms, for example. However, such policies should also consider
industry characteristics to reinforce the use of public resources. Country specificities must
also be considered because, while in some countries it is advisable to protect certain industries
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to reduce industry competitiveness, in others (i.e. Asian countries), it will be necessary do the
opposite to enhance firms’ innovation effort.

5.3 Limitations
Our study has several limitations. First, although we used an international sample, almost
50%of it corresponds to European countries. Moreover, wemust point out the diversity of the
firms analyzed, because some of them are present in two ormore countries and in two ormore
sectors. Our study assigned each firm to one country and one sector. However, some of the
companies included in the database may be multinational and therefore carry out R&D
efforts in several countries. We tried to solve this limitation by including in the analysis the
variable competitive pressure (considering total market shares around the world). Also, we
performed some robustness checks to control for geographical areas, and, finally, we included
an interaction term to control for the industry-country boundaries that may affect innovation.

Moreover, the same limitation could be applied to the sectoral classification since,
although the companies are assigned to their main sector of activity, inmany cases they could
be sector-diversified companies. Future research could control for the effect of
internationalization and diversification on firms’ innovation effort.

Finally, the IRI Scoreboard contains the top 2,000 companies that perform R&D activities.
To include in the sample more companies with lower levels of innovation effort might be an
interesting line to explore in the future.

5.4 Conclusions
Our study provides a more fine-grained perspective of the determinants of firms’ innovation
effort than previous literature. Although we recognise the greater relevance of institutional
variables in line with previous literature (Peng et al., 2009), we conclude that direct
relationships may be little more than a mirage. Similarly, we consider that industrial factors
by themselves are not enough to explain firms’ innovation effort. Our study goes beyond the
current discussion in the literature that analyzes which factors exert a greater influence on
firms’ innovation effort. Nowadays, it is stated that the institutional framework influences
firms’ strategy and performance as much as industry structure and firms’ resources (Peng
et al., 2009). These arguments are also consistent with the hypothesis of the institutional
theory that institutional pressures affect firms as strongly as market pressures (Powell and
DiMaggio, 1991). Our insights point to a complementary relationship between industry and
country factors. Using boundary theory, we can explain better in which circumstances firms
increase their innovation effort. In fact, after exploring the moderation effects of competitive
pressure on institutional factors, we suggest the need to consider combined cross-context
effects. In general, our insights suggest it is necessary to reduce competitiveness in the
market and reinforce institutional norms. However, not all institutional characteristics favour
firms’ innovation effort. Controlling the level of corruption and improving the efficiency of
labour and the financial market contribute to enhancing firms’ innovation efforts, but an
excessive legal framework can reduce the incentives of firms to invest in innovations.

Additionally, our insights provide some conclusions of the applicability of innovation
theories for each geographical location. While institutional variables are determinant for
European firms, their influence on American and Asian firms is lower. On the contrary, we
find that the influence of industrial characteristics is a determinant for Asian firms, and lower
or null for the rest. In sum, we conclude that institutional factors are determinants for
European firms’ innovation effort, while firm factors are determinant for American firms and
industrial factors for Asian firms. Moreover, while a less competitive market favours the
appropriability of country knowledge spillovers for European and American firms, highly
competitive markets enhance the harnessing of institutional conditions in Asian firms.
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Notes

1. www.oecd.org/sti/msti

2. http://reports.weforum.org/global-competitiveness-index/

3. Panel data may be unbalanced for several reasons, for example, due to not having the data for one of
the transversal units in one of the years of analyzes, when attrition occurs (some of the transversal
units leave the panel) orwhen the transversal units do not disappear but some of the variables are not
shown for all the analyzed years. In our case, the panel is unbalanced mainly because of
circumstances not under our control, for example, firms being listed or delisted.

4. Furthermore, we have repeated the estimations considering only companies for which we have a
balanced panel, that is, companies for which we have complete information for the nine years
considered (2004–2012), which provides a sample of 334 firms (27.6% of the sample considered) and
2,672 observations.

5. NACE codes in the EU (http://ec.europa.eu/environment/emas/pdf/general/nacecodes_en.pdf) are
the same as the United Nations ISIC Rev. 3 classification and are used by the OECD (https://stats.
oecd.org/Index.aspx?DataSetCode5STAN08BIS).
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