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ABSTRACT

Supercomputing involves not only the developmend @novision of infrastructures of large
capacity for the scientific and business commurityt,a new way to manage the tasks of research,
development and innovation, making it necessarys® high-capacity communication networks
that allow the transfer of a great volume of datbmeen research and high performance computing
facilities. When first implemented, the use of supenputers occurred mainly in the military field,
at which point they were very rudimentary, offeriittje possibility of communication networking.
Over the years, the improvement of security, piyvand service quality in informatieexchange
has facilitated the creation of large networks garentific communicationwhich in turn have
allowed the incorporation of infrastructures foghmperformance computing into the improvement
of science. This paper analyzes the evolution gfeBzomputing and Scientific Communications
Networks by means of a critical review of its pras&tate, as well as identifies the main uses today
and predicts the challenges of the future uselistype of advanced services.

Keywords Supercomputing - Simulations - Network of ScfentCommunication - Scientific Collaboration
Energy consumption

1. INTRODUCTION

Supercomputing is currently one of the three mllalong with theory and laboratory research, on
which much of the progress of science and enginges based. Research on Distributed and
Parallel Systems is one of the most developed resdmes in current Computer Scien@3)].
They allow operations with large volumes of datd Hre implementation of simulation programs in
the most varied fields of science through its psso®y elements. In order to facilitate access to
these infrastructures and promote the efficientatpen of the whole system of innovation [102]
Supercomputing Centers have been created whiatheaedoping a new generation of professionals,
companies and organizations related to Sciencd aalnology [23].

The investment in these infrastructures has peasigffects on the growth in productivity of
economies [50,66,91], allowing the improvement wdlgy, innovation and competitiveness [38].

is also necessary to improve the creation and éaptm of scientific knowledge and to ensure the
quality of higher educatiofi22], meaning a change in the concept of "the dbgécresearch”
towards a change inthe "ways of doing research]: [21

Nowadays, Supercomputing, as part of e-Sciencetraasformed the traditional way of scientific
work, through global collaborations among reseahihe use of large quantities of data, high-
speed networks and a large display capacity whiolwaa type of research that was not possible a
decade ago [14]. The National Science FoundatidBF)Nn the United States, by means of the
“Atkins Report on Cyberinfrastructure” [13], the dWards 2020 Science” report by Microsoft
Research [42] and the world at large today, reaamithat no scientist can be productive or
efficient in terms of global research standardfiéy are not able to integrate Supercomputing into
their research process as a binding factor.



This article analyzes the history of Supercomputing Scientific Communications Networks, as
well as their evolution and future challenges, e&lly due to the significant increase of joint \or
in the scientific community and the process of gl®ation based on transnational research
agreements, collaboration, resource-sharing andt jactivities. For the development of the
research, a collaboration of a Group of ExpertsSarentific Supercomputing and Networking
Communication was established with the task ofifgiag concepts to fulfill the goals established.
The issue will not only be analyzed technologically mainly with respect to the different uses that
have been made of it over time and which have emfided its progress, as well as what is expected
in the future in various sectors. Accordingly, stedy focuses on the analysis of historical facts
regarding Supercomputing and Scientific CommunacatNetworks, establishing a different
consideration of the "systematic review", andowlhg the establishment of a basis for future
references of prospective studies on the subjdut. @aper is structured as follows: Section 2
describes method and research objectives; Sectidetdls the major findings; Section 4 is a
discussion; Section 5 details the main limitatiaisthe study; and Section 6 relates the main
conclusions and proposals for future research

2. METHODOLOGY AND RESEARCH OBJECTIVES

An extensive review, with a historical perspectioéthe specialized databases (Scopus, Web of
Science and Science Direct) was carried out inraxméetect, obtain and consult the relevant and
specialized literature in relation to the topic endtudy. Other useful materials were also analyzed
such as websitésnd relevant reports on the subject, in ordextoaet and compile the necessary
information. This review led to the establishmeinfive objectives in order to ascertain the reldvan
aspects of Supercomputing and the relationship tti&tevolution of Scientific Communications
Networks has in this respect. Advice on these msatt@as obtained from a group of experts in the
management of these infrastructures.

2.1. OBJECTIVES AND RESEARCH QUESTIONS
The objectives of this work can be summarized enfthlowing questions:

- Q1: Determining the historical moment consideiete the birth of each of the different stages it
has gone through in its evolution. This may be dop@nswering the questions below. When was
Supercomputing born? Which are its current majaetigpmental milestones and the ones for the
future?

- Q2: Establishing how and when the use of Supepeimg for scientific purposes began. The
guestion raised by this objective is: How and wldih the transition from the initial uses of
Supercomputing to scientific uses occur?
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- Q3: Understanding the uses of Supercomputingi@ndhallenges in future uses. The question
aiming to meet this objective is: Which are thereat uses of Supercomputing and whathis
forecast for the future?

- Q4: Analyzing the development of Scientific Conmuations Networks. This may be done
answering the question: How have Scientific Commaitions Networks developed?

- Q5: Determining the support that Scientific Communmas Networks provide for
Supercomputing. The question attempting to mestdbjective is: How does the development of
Scientific Communications Networks help Supercormgm

3. MAJOR FINDINGS OF THE RESEARCH

In this section the results of the review are pness The following sub-sections will present the
results obtained by the five research goals prelyaantroduced.

3.1. Q1: When was Supercomputing born? Which areutrent major developmental milestones
and the ones for the future?

In the development of Supercomputing two eras atinduished: the sequential one, beginning in
the 1940s, and the parallel one, beginning in B&04% and continuing until today. Each era is
composed of 3 distinct phases: one phase of acthite in relation to the system's hardware and
two phases of software, one related to compilegstiaa third to libraries / application packaged tha
let users sidestep the need to write certain paidede [18,20,34].

The history of supercomputers dates back to 1948nwthe Colossus was introduced, the first
supercomputer in history, designed by a group @ong the theory of computation [54], whose
aim was the decryption of communications during M/divar 1l [100]. In the same year the
Electronic Numerical Integrator And Computer (ENIAKZ4] was created in the USA, one of the
largest supercomputers of the time, with genenagjelscale purposes. In 1946, the University of
Cambridge built the Electronic Delay Storage Auttm@&alculator (EDSAC), considered to be the
first programmable computer for general use, amdfiist digital, electronic and stored-program
computer in the world [117]. The architecture usedhat period is known as "Von Neumann
architecture” [114], is still in use, and consistsa processor capable of reading and writing in a
memory which stores a series of commands or insbng and performs calculations on large
guantities of input data.

In the following decades, development continued st pace, more so in the US than in Europe,
as indicated in the 1956 report by the Departmér@aentific and Industrial Research of the UK
concerning High Performance Computing. In the %@sy supercomputers were created, such as
the SEAC, ERA 1101 and the ERA 1103. Later, IBMaleped several models as well. The latter
was responsible for the creation of much of theastfucture of this decade [81]. 1959, a significan
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milestone occurred when the University of Manchested the Ferranti company cooperated to
create the supercomputer known as Atlas [64]. & wéroduced in 1962 and was 80 times more
powerful than Meg / Mercury and 2400 times more @dul than Mark 1, the other large
computational infrastructures of that time. In 196tk first marketable supercomputer called the
CDC 6600 [108] was launched, surpassing by farniost powerful computers at the time in
computing power and cost. In the late 60s, the CIBOO [95] was released, which has been
considered by many to be the first supercomputérerstrict sense, by current standards.

The introduction of Supercomputing in industry hegathe 60s, when the first parallel computers
were built. Most of these machines were mono-veptocessors [48]. The multiprocessor-vector
machines were created in the 70s. All machinesidwa integrated circuit memory whose cost was
very high, and the number of processors did nqiass 16 [48].

In the 80s, supercomputers increasingly attract@dnsfic attention [44], mainly due to the
beginning of distributed computing, which produeed6-fold increase in speed and main memory
capacity of hitherto existing equipment. An examgie¢his was when the CRAY-2 supercomputer
[99] was released in 1985. It was between 6 antimé@s faster than its predecessor. The high-
performance computers in the 90s were more reladedrchitectural innovations and software
levels [56,105]. In the 90s, it was possible tovedhe problems of parallelizing complex tasks such
as statistical procedures and the use of digitizietlres by using new algorithms such as the
distributed stereo-correlation algorithm. These aaxdes were based on multi-ring architectures
with scalable topology, which allowed their use kaslding blocks for more complex parallel
algorithms [4,24,9].

In 1991, the Congress of the United States puldisthe High Performance Computing Act
(HPCA) [55], which allowed the development of thatidnal Information Infrastructure. In 1998
the first supercomputer that exceeded the gigdfkrpier of 109 operations per second was created
according to the Linpack test [37]. In the samery&a response to a report by the Advisory
Committee on Information Technology of the Presajewf the United States [59], the NSF
(National Science Foundation/USA) developed sevamtaScale" initiatives for the acquisition of
computers capable of performing billions of operasi per second (teraflops), storage disks with
capacities of billions of bytes (terabytes) andwweks with bandwidths of billions of bits (gigabits
per second. Based on this initiative the TeraGaitl] [project was begun in 2001, and in 2004 it
entered full production mode, providing coordinatedd comprehensive services for general
academic research in the US. In 2005, the NSF dgteits support to TeraGrid by providing a
$150 million investment for operations, user suppoid improvement of the facility over the next
five years.

In 2006 the "HPC in Europe Task Force," a workingug of experts that analyzes the evolution of
Supercomputing in Europe, published a White Pap#itled "Scientific Case for Advanced
Computing in Europe" [62]. This report was a boémt PRACE (Partnership for Advanced
Computing in Europe), concluding that only throwgfoint and coordinated effort will Europe be
able to be competitive, mainly because it is exgrbthat the cost of the systems of Supercomputing
will be of such a magnitude, that no European agualbne could compete with the US and other
countries in Asia or Latin America. In the samenvéhe IDC report [57] provides a number of
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recommendations for Europe to lead scientific negeand industry in 2020. In 2012, the European
Commission (EC) announced a plan that included ldoyiis investments in Supercomputing from

630 million to 1.200 million euros [113], with fosuon the development of 'exa-scale’
supercomputers for 2020, capable of performing @perations per second.

In 2008, the first supercomputer reaching the pmtaspeed (1015 operations per second) was
created. It was more than one million times fatan the previous [46]. This system had almost
20,000 times the number of processors of the fastgrcomputer 20 years earlier and each of the
processors was almost 50 times faster. In the fiestade of the 21st century, this scenario of
continued exponential growth experienced an inpgion, due to factors such as the effect of

Moore's Law [97], which states that every 24 mortiesability to integrate transistors and energy

consumption will double [19]. Due to this latterlationship large refrigeration systems are

required, which is a limiting factor for Superconipg. As a result, in recent years a genuine

concern for energy efficiency has arisen. This faceflected in the establishment of the Green 500
list* in November 2007, which established a ranking mheasures the speed of calculation at lower
energy consumption of the 500 most efficient supmmuters all over the world.

Answering question Q1, Figure 1 clearly indicates tnain dates from the birth of supercomputing
to predicted future developments, describing mapdestones achieved in the literature review.
Horizontal lines show major development eras, lbrethe past, yellow for the future. Figure 1

shows that the use of Supercomputing has beenirggdnom 1940, helping the development of

industry and science.

>www.green500.0rg



Figure 1: Development of Supercomputing
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3.2. Q2: How and when did the transition from ithigal uses of Supercomputing to scientific uses
occur?

Before the advent of Supercomputing, experimematras basically done in a laboratory or in the
field, and Information and Communication TechnoldfyT) only served to assist in verification.
As seen in Figure 2, over time the increase inueof computers made it possible to create better
models for scientific simulation, allowing the uskemore time for the experimentation and less in
verification. From the known moment as "Silicon f8hionwards, a period began in which
computers served not only to improve science lad & enable the development of science.



Figure 2: The defining moment in science: The 8iicShift (SS). Prior to the SS, computing
enhances discovery, whereas after SS it enableswisy
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The 1950s and 60s were years of great competigbnden the two blocks that divided the world,
led respectively by the Soviet Union and the Uniidtes. In 1957, the Soviet Union launched the
Sputnik Program [53], which consisted of a seriearomanned space missions to demonstrate the
feasibility of artificial satellites within the oitbof the earth. In response, the United Stateatecke

the Research Projects Agency (RPA), whose aim # twago beyond military applications. The
National Science Foundation (NSF) was created tistobasic research and education in all non-
medical fields of science and engineering. This thkasnoment when the real impulse was given to
Supercomputing [12], which ceased to serve a pureiltary purpose, and became a tool
supporting research institutions mainly of the pubype (universities and government agencies).
The first private users of Supercomputers wereslagmpanies such as oil companies and banks.

In the 60s the Apollo Project [78] was launchedtry United States, which made extensive use of
large-scale Supercomputing. The goal of Projectllapwas to simulate a manned flyby of the
moon to locate a suitable area for a possible nmaoding of astronauts. This project supposed a
radical change in the way Supercomputing was utmtsbecause of the highly complex
simulations on physical equipment and the operatiprocedures used in the mission. This led to
the use of simulation in large and complex systeath as models of biological systems, Artificial
Intelligence, particle physics, weather forecasaing aerodynamic design.

In the 80s, new algorithms were developed for igdt images [8,6], designed to work on a
transputer network with a simple topology.

In the 90s, distributed computing systems wereeasingly used to solve complex problems,
highlighting the improvements in evolutionary cortgiion, that is, computational intelligence
methods. These emulate the natural evolution afidiveings to solve problems of optimization,
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searching and learning [49]. In these years, theeldpment of algorithms for more complex
parallel operations continued, highlights being ¢hses of computer vision and image processing.
The use of a multi-ring network called Reconfigueabulti-Ring System (RMRS) was also
developed, in which each node in the network hiased degree of connectivity and is shown to be
a viable architecture for image processing and egerpvision problems via parallel computation
[3,26,25,5,7]. Supercomputing also became an iedisable tool for industry in the late 20th and
beginning of the 21st century. As a result, in 2004 study by the International Data Corporation
(IDC) [57] to explore the use and impact of Superpating resources in industry and other sectors,
almost all respondents indicated that their useagasntial for their business.

In the first decade of the 21st century, new atgars improved the use of parallel computing such
as those based on edge detection in 3-D imagdsarihéargeted at a MultiRing network [10].

In 2007, it became possible to transmit data onedied times faster and use ten times lower
energy than for technologies existing at the timging light pulses on silicon. This allowed a
substantial change in the contribution of Superastens to science through simulation and
numerical calculation [79], as a key to running e&xmpents.

In response to the question Q2, it can be conclthithe 60s were the turning point for the use of
Supercomputing in the scientific field.

3.3. Q3: Which are the current uses of Supercomguand the forecast for the future?

Supercomputing has revolutionized design and matwiag, allowing better products to be

manufactured, and reduced risks by means of battalysis and appropriate design decisions.
There is a reduction of time and cost not onlyeésign but also in production [96], as simulations
of the final product lessen the need for makingtqigpes. This fact is presented graphically in
Figure 3.

Figure 3 represents the process from basic res¢auritie creation of the final product, carried out
by the main actors involved (universities, labora® and industry), using the appropriate
supercomputing tools (hardware, software, compiers algorithms). Generally, basic research is
done in small projects, exploring a multitude afad. Applied research projects normally validate
ideas from basic research and often involve lagyeups. When it is possible to develop a
prototype that may become a product, the integratib multiple technologies (e.g., hardware,
software, new compilers and algorithms) becomesssary, thereby validating the design by
showing the interplay of these technologies. Suelebbpment includes many interactions,
whereby projects inspire one another, moving quyidkbm basic research to final products,
sometimes requiring multiple iterations of applredearch. In this context, failures are as importan
as successes in motivating new basic researcthargkarch for new products.



Figure 3: The research-to-production continuum
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The improvement of Supercomputing resources prgvidew capacities for managing and
analyzing information, as well as facilities focchiving, conserving and exploiting many kinds of
data through which the researchers interpret stienphenomena. The devices of future
supercomputers will provide a new way for applicatidevelopers to tackle new challenges through
the use of open languages and other tools [354ious scientific and economic sectors.

The improvement of data acquisition devices, thalability of networks for distribution and the
increased storage capacity of computers have maguessible for supercomputers to acquire and
manage large quantities of data, in the range mabige (a trillion characters) or petabytes (a
quadrillion characters), and even greater (exatazeyotta- etc.). This fact has been highlighited
various scientific publications, as for instancenifir coma) in a special edition of Nature in 2008
under the title "Big Data: Welcome to the petacgngcience in the petabyte era.” In recent years a
great number of international initiatives also gtawut, which were based on the anticipation of
using exa-scale hardware in the coming years [15spécifically around 2018 according to some
authors [80].
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In fact, the most important current challengesaérsce [28] and engineering, both in simulation
and in data analysis, are beyond the capacity tafflpps and are quickly approaching the needs of
exaflop computing [39]. Processing these volumesdata poses problems whose computing
requirements are beyond the scope of a single mag¢BB], thereby marking the need to improve
the design of High Performance Computers throughathematical process that allows adequate
use of the whole infrastructure of Supercomputing.
Some uses of Supercomputing in various industnessactors are detailed in the following table:
Table 1: Different industries and sectors whereeBtgmputing is used.

action plans. Examples include traffic accidertsnds and fires.

Automotive | - Optimization of aerodynamics.
industry - Simulation of combustion processes in engines.
- Improvement of vehicle structural integrity inrc@ashes.
- Development of new batteries and motors for th@ufacture of electric cars.
Airline - Simulation for efficient use of aircraft fuel.
industry - Real-time simulation of an aircraft in full fligh
- Development of accurate turbulence models. Infthere flights could be made under the mpst
extreme weather conditions.
Aerospace | - Simulation of the re-entry of a spacecraft ifite earth 's atmosphere.
industry - Analyzing gas flow in rocket engines.
- Processing of data streams received from largesatellites.
Oil industry | - Simulations for discovering oil and gas pock#tspugh analysis of analyzing seismic waves.
- Improvement in the accuracy of determining gemlalgstructures and the likely location of oil
reserves.
Electrical - Real-time management of electricity grids.
industry - Planning of assets replacement and renovatiahegfricity distribution networks.
- Measurement of the network and its technical @@ as well as monitoring tasks and
instrumentation.
Film industry | - Progress in the field of computer generated imd@&l).
- Improvement of graphic processing for the develdept of video games.
- Playback (rendering) of frames to reduce the fionenaking an individual frame.
Financial - Estimation of the value of assets, commoditygwsiand risk assessment.
sector - Responses in real time to data stream inputshoong high reliability and security.
- Applications for development, through integratisith third-party software, including databases.
Health care| - Improvement of simulations for diagnosis and timent of diseases.
sector - Optimization of time-sequencing of a genome, waitreduction in time (from 13 years to 1 day at
present) and cost (from 3 billion to approximat&J900 dollars at present).
- Creation of tools for storage and analysis oadat genome-based medicine.
- Development of bio-simulators, simulating humagams, with the goal of finding cures for
diseases.
Transport - Simulation of traffic flows in real time to redeicongestion, travel times and fuel consumption.
sector - Improvement of road network design, using ingelfice tools.
- Development of a support infrastructure for eiectehicles, for simulation and the design|of
electrical systems.
Construction | - Gathering of aggregate data from various soufegssmoke detectors, CCTV, air- conditioning
industry systems, etc.) while combining it with the resudfshe simulations (for example, to predict how
fire might spread using computational fluid dynasnior how a human being might behave in|an
evacuation) to produce and evaluate firefightingnseios of, thereby mitigating risks to people and
property.
Emergencies| - Analysis of decision support in anticipation @&scue and relief operations through real-time
simulation of systems that need to be controlledi @mable rapid evaluation and implementation of
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- Creation of virtual scenarios to simulate emeoiEn

Source: the authors, adapted from [96]

The table above ibased on a major study by the University of Edigbuin 2011. The analysis
proposed in this paper compares supercomputingcagiphs described in table 1 with the cases
describing the state-of-the-art for the period 2Q024 in order to analyze the development of uses
in a field exhibiting very rapid advancement.

In the last few years, new uses and applicationSupfercomputing have been described that will
shape future trends in this discipline. In the daling we provide a description of uses of
supercomputing in the early 21st century in varifseisls from a historical viewpoint, by analyzing
bibliographical references concerning the use g@estomputing in the Web of Science in the
period 2012 to 2014. Details of these challengesaarfollows

Health Care Sector:

- Development of parallelization techniques for #malysis of multiple-concurrent genome, which
not only greatly reduces computation time, but akssults in an increased usable sequence per
genome [88]. Also, new techniques for the sequegnoifDNA, such as translocation of molecules
through biological nucleotides and synthetic namepd72], are using, among others, genome
assembly by means of Next-Generation Sequencingniggees (NGS) [76]. This allows
personalized cancer treatments by developing Virateon techniques of and by improving the
utilization of resources and the scalability of NA31]. Furthermore, the uses of tools for large-
scale phylogenetic inference with supercomputersatimum probability [103] are highlighted.

- Cardiology has managed to build models throughubke of complex algorithms [121], which
show the full three-dimensional interaction of lddtow with the arterial wall. It has also improved
the understanding of cardinal function regardingegnated health and disease, using anatomical
multistate computer models that are realistic aighysically detailed. These require a high level
of computational capacity and highly scalable atgars to reduce execution times [82].

- The Human Brain Project (HBP) will develop a netegrated strategy to understand the human
brain and a novel research platform that will imétg all data and knowledge about the structure
and function of the brain in order to build mod#iat are valid for simulations. The project will
promote the development of Supercomputing in tkeédl fof life sciences and will generate new
neuroscientific data as a reference point to motelwill develop new tools for computing,
modeling and simulation, and will allow the constron of virtual laboratories for basic and
clinical studies, the simulation of drug use ane theation of virtual prototypes of brain function
and robotic devices [71].

- In oncology, systems of diagnosis for colon caregsed on virtual colonoscopies have been
described, processed by computationally intenslgerihms, in order to study aspects such as
bowel preparation, with computer-assisted screerang examination of colon cancer and
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computer-assisted detection in real-time, with diva of improving sensitivity in detecting colon
polyps. There are also mobile systems with higloitg®n displays connected to the virtual
colonoscopy system to allow visualization of atestinal lumens and the diagnosis of colon lesions
anytime and anywhere [125].

- A study from 2014 uses computational intelligetmanalyse large-scale genetic next-generation
sequencing data. This allows using approachesetttifg genetic diseases which can be utilized in
the identification of regulators, which is importan effective biomarker identification for early
cancer diagnosis and treatment planning with thearap drug targets for kidney cancer [123].

- The area of pharmacy has seen the developmepblgbharmacy, which studies the ability of
drugs to interact with multiple factors, thus akiag the current problems of a rise in the cost of
drug development and decreased productivity, iram@atpg applications such as high performance
virtual screening (docking) [40].

- In relation to data-processing in the health caeor, a study of high-resolution displays hanbe
implemented by means of self-organizing maps (S®&Bed on a corpus of over two million
medical publications. The results of this studyvsltloat it is possible to transform a large corplis o
documents into a map that is visually appealing @mteptually relevant for experts [101]. Also,
an increase in the volume of biomedical data masnbt, including next-generation sequencing in
clinical histories, which will require large stoexgapacity and calculation-methodologies [29]. The
use of Supercomputing in complex statistical teghes will allow the accumulation of data on
epidemiology, survival and pathology of the world tliscover more about genetic and
environmental risk, biology and etiology [90].

- High-performance applications will be useful ftarge-scale projects of virtual screening,
bioinformatics, structural systems biology and basesearch in understanding protein-ligand
recognition [58].

- It will be possible to estimate biologically restic models of neurons, based on
electrophysiological data, which is a key issua@&uroscience for the understanding of neuronal

function [69].

Aerospace Sector:

- The new generation of radiotelescopes offersseoniof the universe with greater sensitivity
[115]. The latest generation of interferometersdstronomy will conduct sky surveys, generating
petabyte volumes of spectral line data [116].

- Simulations of core-collapse supernovae in ga&Xv0] are being developed. This is a difficult
phenomenon to analyze, even after the extensiekestalone over many decades. This unresolved
issue involves nuclear and neutrino physics ineemé conditions, as well as hydrodynamic aspects
of astrophysics [107], thus creating an intereshielgl of study for the future.

- Supercomputing is used as a fundamental tooNf@SA-missions [27] and for scientific and

13



engineering applications of NASA [93].

- Another important application is the study of fiveperties of core convection in rotating A-type
stars and their ability to create strong magnaét$. 3-D simulations can serve to provide data
regarding asteroseismology and magnetism [43], @ss ANASA's Kepler mission, which is
currently collecting data on a frequent timetalfetioe asteroseismology of hundreds of stars [77].
This will allow the Sun to be understood in a bmradontext than it is nowadays, providing
comparable structural information on hundreds ¢drstype stars. Simulations of emerging data of
solar-magneto flow are likewise being carried di@4]. Recent advances in asteroseismology and
spectropolarimetry are beginning to provide estegmabf differential rotation and magnetic
structures for G-type stars and core convectiok-iype stars [109].

- Research in astronomy will soon pose serious cbatipnal challenges, especially in the
Petascale data era, and not every task (e.g. atilyl a histogram and computing

minimum/maximum data), may be achievable withouteas to a supercomputing facility that
provides an unprecedented level of accuracy anérage. The analysis of GPU and many-core
CPUs is important in this context because it presié tool which is easy to use for the wider
astronomical community, and enables a more optuniziization of the underlying hardware

infrastructure [52].

Aeronautical Sector:

- Development of new aerodynamic designs via a lsition that consists of three subparts: core
geometry, a computational fluid dynamics (CFD) flamalysis, and an optimization algorithm [63].
Calculations are made on the aerodynamics of théicak stabilizer as well as an accurate
estimation of its contribution to the directiontdlsility and control of aircraft, especially duritige
preliminary design phase [84]. Another remarkabppligation is the study of airflow using
Supercomputing [65].

Meteorology:

- The running of simulations on HPC platforms cesaa climate model for conducting climate
research at 24 academic institutions and metedoalbgervices in 11 European countries [11].

- Using CFD to model windfarms on land, the predictand optimization of farm production
through the assimilation of meteorological [17]alet possible.

- Simulations of atmospheric dust storms [2], basedhe data of an experiment using lasers for
remote sensing of aerosol layers in the atmosphaleose Sofia (Bulgaria), during an episode of
Saharan dust storms [106].

Environment:

- Development of climate-modeling through interaatll multi-institutional collaboration on global
climate models and prior knowledge of the climaystams inspired by the World Modeling
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Summit 2008 [60].

- Modeling of chemical transport emissions (MCTg) arder to estimate anthropogenic and
biogenic emissions for Spain with a temporal anatiapresolution of 1 hour and 1 Kntaking
2004 as the reference period [51].

- Assistance with the generation of clean energy.[6

Biological Sector:

- Creation of databases for the analysis of planteg [124].

- Development of parallel Supercomputing systenrssfalving large-scale biological problems
using protein-protein interaction (PPI) [73].

Emergencies:
- Development of algorithms related to seismic tgraphy [67].

- Investigation of both tropical cyclones and thepact of climate change through modern models
based on Supercomputing work done by NASA [98].

Naval Sector:

- Forecasting of real situations on three-dimeraionodels set up for the Navy and using virtual
simulation [30].

National Security:

The support of Supercomputers will be essentiadational security, one of the main users of Big
Data in a wide range of case studies and applitatenarios, such as in the fight against terrorism
and crime, necessitated by high-performance arsa]¥5i

Data-intensive applications will gain importance time future. The volume of measurements,
observations and results of simulations will inese&xponentially, so that future research efforts
should be focused on the collection, storage armo#ation of data as well as on knowledge
extraction from these databases.

In summary, in response to question Q3, it canbdseiwved, by means of detailing supercomputing
applications that virtually all fields of sciencedaindustry will experience a breakthrough by using
supercomputing.

3.4. Q4: How have Scientific Communications Netvgodieveloped?
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The development of Scientific Communications Nekgdoegan in the United States in the 1960s,
when ARPANET came into existence. This computer roomication network was created by the
United States Department of Defense, whose firsienmas opened in 1969 at the University of
California. This network was funded by the Deferddvanced Research Projects Agency
(DARPA) and can be considered to be the first sfiercommunication network in history [85].
One of its alleged origins lies in the space rae®vben the United States and the Soviet Union in
the 1950s and 60s, especially after the launcheBbviet 'Sputnik’ satellite in 1957 [53].

1983 is considered the year in which the Interastit is known currently, resulted in a separation
of the military and civilian parts of the network984 was an important milestone for the
interconnection of supercomputers when the US NatiGcience Foundation (NSF) started to
design a high-speed successor to ARPANET that woddte a backbone network to connect its
six Supercomputer centers in San Diego, Bouldean@jaign, Pittsburgh, Ithaca and Princeton. In
1986 the NSF permanently established its own ndtwoalled NSFnet, motivated by the
bureaucratic impediments to using ARPANET, whickappeared from general traffic as such in
1989. At that time many institutions already haeittown networks and the number of servers in
the network exceeded 100,000. The aforementioneel@@ments can be seen in Figure 4 [credited
to the Internet Society].

Figure 4: Timeline of the ARPANET evolution

o [ oann pon [ oane oon e [ evcrcomvcoue

IAB H [
ol - - *- - || .
TFs H
ics IRTF [wse ]
150C
1968 1980 1986 1993 1996
o a A _
ARPANET ARPANET Transition &Internet Society Founded
Demonstt;:ted " To TCP/AIP A Map)&Thou?‘ands N
NSI - net of Everything
TCP/IP ARPAMET e X
Invented Widely Used Initiated World Wide Web
s Mul ti-Pretocol
First M LNEEK?RPANET B ronmant
Gateway plit

Operational
Networks
On I nternet

500 900 19,000 50,000

Source: [68]

The High Performance Computing Act (HPCA) was pdssethe United States in 1991, which
allowed the funding of a National Research and Btioe Network (NREN). The law was
popularly referred to as "the information superkgly,” and primarily allowed the development of
high performance computing and advanced commuoitatjiving a boost to many important
technological developments. The experts conclubatit the development of the areas covered by
the Act had been left to private industry, it wouldt have been possible to reach the scientific
development achieved through the Act [87].
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From the early 90s onward, the Supercomputing Cemklllinois, Pittsburgh and San Diego all
contributed to the development of high-capacitywoeks through their participation in the Gigabit
Network Project [92], supported by the NSF and Dsée Advanced Research Projects Agency
(DARPA). In 1994, this support was extended agarrahother two years and in 1995, after the end
of the NSFnet project, these centers became thesNiES nodes of high performance, Backbone
Services for research and education. Finally oril 80r 1995, the NSFnet closed down. Since then,
the Internet has consisted entirely of various cemuml ISPs and private networks (including
networks between universities).

In 1996, Internet 2 was created, based on a comspthat emerged as an idea similar to those of
the Scientific Communications Networks of the #f#ging together over 200 universities, mainly
American, in cooperation with 70 leading corponasio45 government agencies, laboratories and
other institutions of higher education in additimnmore than 50 international partners [16]. The
project's main objectives were to provide the asadecommunity with an extended network for
collaboration and research among different memb#rsreby enabling the development of
applications and protocols that can then be comalered through the Internet and to develop the
next generation of telematics applications, faailitg research and education as well as promoting a
generation of new commercial or non-commercial netbgies.

The national cyberinfrastructure in the United &af28] was the result of the Next Generation
Internet Research Act of 1998, the HPCA of 1991],[B% American Competitiveness Initiative
(ACI) and TeraGrid created in 2001. In 2003, Terd@apabilities were expanded through high-
speed network connections to link the resourceth@fUniversity of Indiana, Purdue University,
Oak Ridge National Laboratory, and the Texas AdednComputing Center at the University of
Texas, Austin. With this investment, the TeraGadilitated access to large volumes of data and
other computing resources within the scope of mebeand education. Early in 2006, these
integrated resources included more than 102 teraflaf computing power and more than 15
petabytes (a quadrillion bytes) of online and fkta- storage with an access and retrieval system
using high performance networks. Through the TedGesearchers could access more than 100
databases specific to each discipline.

It must be noted that at the early stages of ARPAREVY attempts were made in Europe to join the
new network, with the exception of the National §iby Laboratory (NPL), the University College
of London in England and the Royal Radar Establetinm Norway [94]. However, despite these
limited early initiatives, real interest in the ology developed in the United States did notiegi
until the second half of the 80s, when there wisge number of TCP / IP networks operating in
Europe in an isolated fashion. Some of them begamjoy the first transatlantic connections to the
Internet, usually via dedicated lines financed b§ bigencies such as the NSF, NASA and the
Department of Energy (DoE), which were very integdsin cooperating with certain European
research centers. Thus, in 1988 and 1989, prestigiiropean institutions in the Nordic countries
(through NORDUnet / KTH), France (INRIA), Italy (@MCE), Germany (Universities of
Dortmund and Karlsruhe), the Netherlands (CWI, NEH and the UK (UCL) became connected.
Some supranational organizations also establislkeeitated links to the Internet in those years,
such as the European Laboratory for Nuclear ReB¢@ERN), the European Space Agency (ESA)
and the European UNIX Users Group (EUUG).
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In order to coordinate the various initiatives tarademic and research networks appearing on a
national level in most Western European countriasth economic investment and possible
technical solutions were rationalized. Thus emergech organizations as: JANET (UK), DFN
(Germany) and SUNET (Sweden) in 1984, SURFnet Ktbtherlands) and ACOnet (Austria) in
1986, SWITCH (Switzerland) in 1987, RedIRIS (Spanil GARR (ltaly) in 1988. These networks
were interdisciplinary: their aim was to serve tieole of the academic and research community,
regardless of their area of activity, by using regk centralized infrastructure, which meant joint
forces and benefits from the resulting synergiesesonomies of scale.

In order to optimize the use of these networks, Eaeopean Union is currently promoting the
technological development by establishing a netwWorkhe joint use of Supercomputing resources
by its member countries and the support for studksted to high-performance computing [15].
Through these advanced networks, Europe makes @upputing resources more accessible to the
projects of scientific and industrial research, apdrticipates in important world-class
collaborations that improve productivity by prowidi Supercomputing resources for general and
scientific researchers.

Over the years, the development of Scientific Comications Networks has been increasing in
many countries and continents, in addition to thges cited in the US and Europe. For instance,
Latin America has been developing of such netwaikge the 90s [89]. Currently, there is a
network called CLARA (Latin American Cooperation Aflvanced Networks), which supports
research networks in Latin America and the Caribbemnd a project called ALICE for the
interconnection between Latin America and Europeréate an infrastructure for research networks
using the Internet Protocol (IP). Likewise, these @ pan-European research network called
GEANT16, whose objective is to lead the operatimmough the partnership with four European
NRENs (National Research and Education Network#) wlose historical and social ties to Latin
America. Figure 5 shows the details:

18



Figure 5: RedCLARA 2013

La Infraestructura de Red 2013

Source: [112]

Since the 90s, the government in other countrieh 18 China has effectively used the public-
sector research potential to boost the knowledgedaconomy [110], funding virtually unlimited
highly skilled human resources, and becoming tfie feading nation in terms of its share of the
world's scientific publications with exponentiabgrth in the rate of papers published, thus making
it a major player in critical technologies like ma@chnology. The construction of networks of
scientific communication [126] have been outlineadd many studies have been carried out in
China from the perspective of how to develop arctive national system or environment for
innovations and for increased collaboration betwewtustry and higher education, leading to
knowledge transfer between two [120].

In Japan, the development of a new research syst@mghout the 90s has led to the emergence of
new innovation systems in which university-induskinkages have been sought as a means of
stimulating regional economic growth. The idea oégional innovation system (RIS) is relatively
new and did not receive much attention in poligmnieworks until recently. In 2004, a ‘radical’
change [122] was introduced to Japanese nationaknsities through the National University
Incorporation Law (2003), which meant a change aég for the universities because of the
concentration of resources in ‘elite’ institutioasd the ‘regionalisation’ of science and innovatio
policies. This included ‘cluster’ initiatives andljcies promoting wider university-industry links a

a regional level and the promotion of networks aghordustry, universities and public research
institutes, by supporting the creation of new besses and new industries [119]

3.5. Q5: How does the development of Scientific Gamications Networks help Supercomputing?

For many years the management and analysis oftathuced by Supercomputing applications
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were a minimal component of the process of modedimd simulation, in which the management of
user data was neglected. With the growing compfeaditsystems, the complexity of input and
output data has also increased. In the futureyvtheme of data will greatly exceed the current
volume, so processing it will become very importamhile privacy must be preserved. At the
current rate of progress it is projected that emftapacity systems (EFLOPS) will be available
around 2019 and zetaflop- capacity (ZFLOPSs) in 2[JX). To achieve this predicted increase, a
highly effective memory will be required, as wel the development of effective programming
methodologies, languages and new algorithms capalbleexploiting the new, massive,
heterogeneous parallel systems with multiple coleegular non-local communication patterns
might cause bottlenecks in multi-core supercompgutgven the increased data volume. New
efficient parallelization algorithms are being deyed, but this problem still remains as one of the
most complex issues of Supercomputing. [118].

The NSFnet allowed a large number of connectiospe@ally from universities. Although its
initial objective was to share the use of expenSupercomputing resources, the organizations
connected soon discovered that they had a supediumeor communication and collaboration
amongst each other. Its success was such, thaessive enlargements of the capacity of the
NSFnet and its trunk lines became necessary atltgphoation rate of 30 every three years: 56,000
bits per second (bps) in 1986, 1.5 million bps @84 and 45 million bps in 1992. In 1993 the
National Information Infrastructure (NII) was anmmed, one aspect of which is the National
Research and Education Network (NREN), a billios Hpackbone,” completed in 1996. Currently
the Internet2 Network offers 8.8 Terabits of capaend 100 gigabit Ethernet technology on its
entire footprint, and connection to an internatldr@ Gbps network backbone.

It is significant to note that the assessment efdffectiveness of research communities must be
addressed, not only considering quantitative amenstic production factors but also qualitative
factors which influence the successful or unsudaoksstegration of research communities.
Usually, these platforms are geographically disgerand interconnected by communication
systems that allow implementing new grid and cloachputing platforms [45]. For this reason task
scheduling becomes very important in order to mandiferent users and avoid long delays in
gueues for computing resources [83].

In 2005 the Council and the Commission of the EaampUnion agreed, through resolutions, to
promote and encourage the growth of innovatiorearesh and joint work to attract researchers and
encourage trans-disciplinary research projects fgbobal research networks [33]. Currently, new
collaborative research projects are being launcheabling a new way of doing research by linking
research communities remotely, via e-science,laraaviedge.

A clear example of the necessity of using Scientdfommunications Networks connected to large
computing capabilities is the SKA Project (Squaréomdeter Array), considered as an
unprecedented global project of sciehde terms of its size and scale in the field oficad
astronomy, and whose mission is to build the werldrgest radio telescope, with a square
kilometer collecting area. It will constitute therdgest array of radio telescopes ever built, as agel

*www.skatelescope.org
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represent a qualitative leap in the fields of eegimg and research. It will result in increased
scientific capacity, so that it is expected to tationize fields such as astronomy, astrophysics,
astrobiology and fundamental physics. Radio telgssowill be located in South Africa and
Australia and the processing of data by supercoenputill be conducted mainly in Europe and the
United States. The large volume of data to be lamhdlemonstrates the need for good
communication networks that allow optimal data $gort from the point of collection to the places
of processing, thousands of miles away. The projéittrun from January 2013 to 31 December
2023. Another proof is the project of the Européaboratory for Nuclear Research (CERN) [32]
with a particle accelerator that generates largeumts of information per second. It has become
necessary to turn to new sources of analysis,tedua various countries.

In line with this strategy of large-scale developtnef communications, it must be noted that,
according to Robert Vietzke, executive directodrdérnet 2 [16], in the future, the United States
will be interconnected by a network using 100 Ghms/elengths. Currently, organizations can
work with Internet2 and advanced regional networkased on 100 gigabit Ethernet (GE)
technology Layer 2 connection, support for softw@eéined networking (SDN), and
implementation of a model developed by the Depantrog Energy’'s ESnet, called Science DMZ.
Thus, more than 200,000 academic centers, librahealth centers, government and research
organizations will be connected, which will perrfie transport by network of special applications
for health, safety and public administration , amgrove the transport of data to be analyzed by
Supercomputers [16].

In response to the question Q5, we can concludettigaincrease in the volume of data to be
processed by supercomputers nowadays, and thatterpen the future, require harmonized
development not only of supercomputers, as estoayesome authors [80], but in the capacity of
scientific communication networks for transportimata and its reliability, as well as the
consolidation of research communities.

4. DISCUSSION

This study is based on an extensive historical emgvidf the literature of the evolution of
Supercomputing and Scientific Communications Nekspinfrastructures that help to carry out
simulations [96], essential for scientific work [43], which in turn will promote the development
of various sectors.

Supercomputing will be the driving force in the dmpment of the most important milestones of
science. The development of Supercomputing is basegrocessing large volumes of data,
especially when the exaflop capacity arrives in fggars' time. It will become necessary to
implement parallel processes that require compigorghms, as well as to improve and expand the
capacity offered by Scientific Communications Netkgowith improved network connectivity that

will enable a new generation of applications teratt with machines based on cloud computing.
The big volume of data used in various fields, wileate new challenges and opportunities in
modeling, simulation and theory supercomputing. @otational challenges make possible new
opportunities for research. In many topical areasit{can be seen on the section 3) will be esdenti
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to have a specialist in every area of knowledge nhmdeling, because if not, the facilities of
Supercomputing will not be enough to satisfy therfel challenges for the advance of science and
technology.

It must not to be forgotten, however, that the egmial growth in the processing power of

Supercomputers, which requires constant techna@bgaclvances [97] and occurs every few
months, is limited by the considerable increasgomwer consumption connected with the new
infrastructures. Nowadays, the growth in capagtyinked to concerns about finding a range of
services with the lowest possible energy consumpiitie future development scope scheduled for
2018 will involve "exa-scale" Supercomputers [8pable of processing a volume vastly superior
to current limits as well as the necessary Scientfommunications Networks that allow the

transport of huge data volumes.

In summary, the analysis of the five research goestdemonstrates how, anticipating the future
evolution of scientific infrastructures, it is pdde to improve their present use and gain extensiv
insight regarding future use. Furthermore, it Baclthat with knowledge of the different uses and
future possibilities, performance will improve, ratly in those areas of greatest use described, but
also in new fields yet to develop.

5. LIMITATIONS OF THE STUDY

This study has a number of limitations that shdagdconsidered when interpreting its results and
conclusions:

- Only those academic publications which relat&wpercomputing and Scientific Communications
Networks in indexed journals have been examinedyelsas those which are presentations from
seminars and conferences relating to technicalemsatin any case, in this and other matters related
to technologies, there is a wide range of relevalteit informal, information where experiences
and projects are detailed in blogs and technicabnte that could also provide very important
information and which could be used to as a supgigno the basis of the study.

- Some relevant issues might remain unansweredgthof interest to further research. In order to
know whether the questions accurately meet thecobgs, the collaboration of a Group of Experts
on Scientific Supercomputing and Networking Comroation was requested, with the aim of
verifying that the approach taken was consistettt thie responses needed to fulfill the objectives.

- We have tried to analyze the largest possiblebarmof studies on the subject matter, based on a
historical perspective of the analysis of the nmaitestones, but it has been impossible to guarantee
a 100% inclusion of all the studies that could bénterest, as set out in systematic reviews. The
reason for this limitation is the large amount giséng information and the excessive workload
this would imply and which would not guarantee gyakferences.

- The search was conducted primarily through digittabases and the constraints encountered
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were that in some cases the searches were dore dras@thors. In other cases it was only possible
to search for the content inferred from keywordsher purpose of the study, with the advice of the
Group of Experts on Scientific Supercomputing aretwbrking Communication, whose profile is
more technical than academic. The number of rete®of the word 'Supercomputing' note quotes
was 1,627 in the Web of Science, of which 10% Haeen used to conduct the study of this article.

- Due to the numerous fields in which Supercommutind Scientific Communications Networks
are used, there are a large number of studiesatfayze the infrastructures as a means, without
taking into account the ultimate goal of eitheisthésearch project or the aspects covered by the
objectives and questions in this article. Therefarenany cases the information obtained was not
relevant.

6. CONCLUSION

This pagr provides a historical review of Supercomputing &dentific Communications
Networks, as well as of their current and futuresyptimizing the work of organizations, while
observing that the progress made by the acadentdcresearch community has historically
contributed decisively to paradigm shifts. Durirtte tdevelopment of this study, an in-depth
analysis of existing literature was conducted, iifiging five research questions to demonstrate the
importance of Supercomputing and Scientific Comroations Networks in the advancement of
science, thus enabling new paradigms that wilvaiming qualitative and competitive research.

In particular, we have observed throughout the alVetata collected, that Supercomputing has
progressed on a broad scale since its inceptidharni940s, then exclusive to the military field,
until today, when, a part from being applied maremsively to science and in various fields of
knowledge, issues such as energy efficiency ardemsabf great importance. What poses a
challenge for the future is the processing of lavgéumes of information, which need large
communication networks.

Based on the above-mentioned historical analyses,mvay highlight the following conclusions
about the past, the present and the future of Sopguting services and Scientific
Communications Networks, through answers elicitgdive explorative research questions: (1) the
review of the main milestones of the past, canrdftbhe challenges of the future, especially with
the prevision of creation, in next years of exatopercomputers; (2) the use of the supercomputers
for scientific purposes has a wide background aedan conclude that no scientific research in the
future can be ruled without a use of supercomputiads; (3) in practically in all fields of science
and industry will experience a breakthrough in Isng supercomputing, so new projects and
business can consider supercomputing as a bage fesearch; (4) the rise of high-speed networks,
differentiated from commercial Internet, createsvrepaces for sharing, discussions and joining
forces without restriction of space, time or diseand for transferring large amounts of data acros
regions, countries and continents, so it is essleatharmonized development of Supercomputing
and the Scientific Communication Networks; andi(53 clear that, in general, the more capability
of Scientific Communications Networks, lets moretimal performance of supercomputing
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services

This study has found that the available supercomgutcilities must meet the purpose of being
suitable instruments for simulation processes imoua fields, especially when increasingly often
the vast majority of problems must be solved bgiatjeffort of multiple scientific disciplines. The
development of collaborative research should bgistolw optimize the use of Supercomputers.

The models for simulations in Supercomputers, doethe large volume of data, will be
algorithmically and structurally complex and wibrttain large amounts of information. Therefore,
the hardware should be efficiently used, while siemeously trying to minimize elevated power
consumption. The design of interconnection netw@ksng processors in each chip and among
system nodes are issues that require new idea@® esmmunication networks for the exchange of
data. It is essential to have the means to traisgp@mel adequately in the use of these technologies

Finally, we must note that it will be necessaryise the current knowledge related to these matters
to provide a starting point for further researchd @o explore new fields where the use of
Supercomputing will be helpful
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