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ARTICLE INFO ABSTRACT

Keywords: The use of Supercomputers is currently very widespread, constituting an essential component in
Supercomputing many fields of science. The interest in the use of high performance computation is increasing in a
Computational science wider and more diverse population of higher education students, mainly senior undergraduates
Training

and postgraduates, because the use of these infrastructures allows learners to improve their skills
and the results of their training. For this reason, the demand of courses related to supercomputing
increases continuously. In this paper we propose, through a wide review of primary studies,
several questions that have been considered as a way of knowing the most widely-used contents
in Supercomputing training. We have focused on the factors considered for improving training in
Supercomputing, in order to improve the results of researchers in higher education organizations,
to identify the limitations of Supercomputing training, and to provide solutions for these lim-
itations. During the search procedure for answering research questions, 1911 studies were con-
sidered in the first selection. Through the definition of inclusion and exclusion codes in the
results of searching databases, 136 published articles were studied. Finally, using quality criteria,
34 studies were identified as relevant in answering the research questions. Several factors were
described, such as the way in which courses related to Supercomputing are organized, the
adaptations that are currently being applied in curricula related to the students of these tech-
niques, the use of problem-solving training and the qualification of teachers, among the most
relevant ones, as well as several limitations of this type of training and the identification of
solutions for these limitations. Data was collected by searching keywords related to
Supercomputing training and education in the most important databases used in Computational
Science, finding empirical evidence to support the positive effect of High Performance Computers
(HPC) on educators and researchers. The implications of this study are: first, it provides a
summary of the most relevant factors in improving training, as well as the factors that improve
the results through the use of a Supercomputer; and second, it provides the analysis of the
limitations found for a better performance of learners and the solutions for these limitations.

Education
Systematic literature review

1. Introduction

The concept of a Supercomputer is dynamic, and could be described as an instance of the most highly-performing computer
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available at a given time, and which changes as advances in computer science and technology are made (Infante, 1986). A Super-
computer is cutting-edge technology, based on large computing systems providing close to the best currently achievable sustained
performance on demanding computational problems (Verschelde, 2012) based on simulations requiring high computing power
(Resch, 2005). Supercomputing means running “large” projects or applications (using at least half of the available resources of a
“large” system) which cannot be run on small or average sized systems (Jones & Nitzberg, 1999). The processing power of a large
number of computers is distributed in the form of computer clusters and a large number of processors are used in close proximity to
each other (Seagall, 2013).

The history of supercomputers dates back to the 1940s when the first High-Performance Computers (HPC) were introduced. In the
60s, there was a radical change in the way in which these infrastructures were understood, because of the highly complex simulations
used in many projects and their introduction in industry, when the first parallel computers were built (Gonzélez, Rosillo, Davila, &
Olivera, 2015). During recent decades, educational practice has faced a growing adoption of computer tools for the support of
learning processes (Jonassen, 1999; Smeets, 2005). The fast introduction of Supercomputing technologies in education (Bote-Lorenzo
et al., 2008) is a key challenge that provides a broader range of opportunities, mainly due to the possibility of managing a high
volume of data and information, and has prompted educators and researchers to take a pedagogical view to promote, in the best
possible way, teaching and using these infrastructures. All this creates new and critical tasks for the Higher Education System, which
require extensive and complete training, using many tools for problem solving (Sung et al., 2003), in the same line of inquiry-based
learning, for fostering students' curiosity and motivation (Specht, Bedek, Duval, & Held, 2013). Such infrastructures can help stu-
dents, mainly senior undergraduate and postgraduate, to develop their ability, not only computing-competent users, but also non-
competent users, contributing to the creation of a new generation of professionals, companies and organizations related to Science
and Technology (Bethel et al., 2011). In fact, Supercomputing is considered one of the three pillars, along with theory and laboratory
research, on which much of the progress of science and engineering is based. For this reason, students could employ HPC laboratories
that have long developed and implemented strategies for making computational tools and analytical technologies available for use by
all sectors of society (Bruce et al., 1997). In general, the use of Supercomputers extends into sectors such as Electronics, Tele-
communications and Computer Science, Natural Sciences, Computer Science and Engineering, Medicine, Life Sciences, Mechanics,
Economics, Social Sciences and Management. Investment in education related to the use of Supercomputers is important in many
fields of knowledge, as seen in those described in the UNESCO classification: Engineering (Fabricius, Freundl, Kostler, & Riide, 2005;
Smith, 2014), Economy and Linguistics (Moses & Mariasingam, 2006) and Science (Farian, Anne, & Haas, 2008; Gaziza, Salima,
Guldina, & Elena, 2012). Currently, adequate preparation of students is essential to drive innovation and support scientific research.
Thus, training for a more highly skilled and knowledgeable workforce, capable of using Supercomputing technology (Coveney,
McGuire, Parchment, Kenway, & Parsons, 2012) is much in demand.

The goal of the present paper is to create a visual map of how Supercomputing can improve results obtained by different users. In
order to take advantage of Supercomputers, users must know how to adapt their problems to this programming paradigm.
Consequently, they must first be taught how to rethink the problems and subsequently be able to try them on a Supercomputer to get
better results. When we talk about students we are mainly considering, but not limited to, postgraduate students starting their
research career with a Master Thesis or a PhD, as well as postdoc researchers. The study of HPC is an essential part of postgraduate
programmes in Computational Science (Zarza, Lugones, Franco, & Luque, 2012). This fulfills the goals of higher education: prepare
postgraduate level students for their careers both in academia and industry. This consideration means that Computational Science
could be considered in the core area of many postgraduate disciplines where the use of HPC will be essential to solve complex data
problems (Alexandrov & Alexandrov, 2015).

After a detailed search of the literature, no review in relation to this topic was found. This demonstrates a lack of attention paid to
this field despite the importance these infrastructures have for training future researchers. In order to support the study, we consider
that the classification of the results across a field, where the scope has not been described, categorized or evaluated (Hammick, 2005),
helps researchers to understand the existing body of knowledge, providing a theoretical foundation for an empirical study, justifying
a new contribution to the accumulated knowledge (Levy & Ellist, 2006), which is the essential condition for a field of knowledge to be
classified as “‘scientific” (Hunter, Schmidt, & Jackson, 1982). With the purpose of appreciating the relevance of this study, we have to
highlight the importance of the effective literature reviews for the advance of knowledge in general and for the understanding of the
breadth of the research on a topic, the empirical evidence, the development of theories or the provision of a conceptual background
for a subsequent research, identifying, finally, the topics or research domains that require a deeper analysis (Cooper, 1988) (Leedy &
Ormrod, 2001). It is important to promote this study, with the aim of describing how the use of Supercomputers can support learners
in the improvement of their specific skills. We also aim to enhance understanding of the core assessment concepts as they occur in this
type of training. For the development of the research, a collaboration of a Group of Experts on Scientific Computing was established,
charged with clarifying concepts to fulfill the goals established.

The findings will likely be of interest to students, researchers, administrators, and industry leaders as they make, more often,
decisions based on computational modelization and intensive calculation. Currently the use of Supercomputers is becoming a key
element in the improvement of certain disciplines of higher education. In fact, it is believed that scientists cannot be productive or
efficient in terms of global research standards if they are not able to integrate Supercomputing into their research process as a
required factor (Emmott & Rison, 2008). In sum, this review synthesizes the relevant literature through training in Supercomputing to
provide a comprehensive analysis previously lacking in studies related to this issue. Specifically, the present study poses four research
questions: (RQ1): Which are the factors considered as improvements to training in Supercomputing?; (RQ2): How can Super-
computing training improve the results of the students and/or researchers in a high education organization?; (RQ3): What is currently
known about the limitations of Supercomputing training? and (RQ4): What are the solutions described for solving the limitations
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related to Supercomputing training?

The remainder of this paper is structured as follows. In section 2, we present the research method for the review of literature,
describing research questions, criteria used for inclusion/exclusion, sources of studies, search strategy, data extraction and synthesis
of findings. In section 3, we present the results of the proposed systematic study. Finally, in section 4, we present conclusions,
limitations and discussions of future research directions.

2. Methodology

The methodology used was the specific systematic review (Kitchenham, Budgen, & Brereton, 2015), based on a taxonomy of
literature reviews in education (Cooper, 1988), which is considered true hypothesis-driven research, and in which studies are selected
and combined with the use of a pre-defined protocol to reduce subjectivity and the possibility of researcher bias (Anderson et al.,
2011; Kitchenham, 2004).

It is necessary to clarify that currently an important part of the training in Supercomputing is taught in specialized intensive
courses, mainly as part of other subjects, especially in postgraduate and master's studies. This must be taken into account when
analyzing the training and educational processes jointly.

2.1. Research questions

Once the scope of study was established, the research questions were precisely stated to guide the review (Fink, 2010). We
specified 4 research questions (RQs) in order to characterize the concept of Supercomputing training and education:

- (RQ1): Which are the factors considered to be improvements to training in Supercomputing?

- (RQ2): How can Supercomputing training improve the results of the students and/or researchers in a high education organiza-
tion?

- (RQ3): What is currently known about the limitations of Supercomputing training?

- (RQ4): What are the solutions described for solving the limitations related to Supercomputing training?

Addressing the research questions posed above required the collection of several opinions by an Expert Group in Supercomputing
formed by the staff of the Technical Department of the Supercomputing Center of Castile and Leon (Spain). Their work was focused
on the provision of accurate and unbiased technical information through their experience both in technical tasks, and in the areas of
training and education based on Supercomputing applied in several fields of science and technology. Experts simultaneously dis-
cussed both strengths and weaknesses of the initial list of proposed research questions, which were ranked with the aim of making the
final selection of those considered as adequate for fulfilling the goals of the study.

2.2. Data collection

2.2.1. Search strategy and data sources

The first filter in the search strategy of the investigation consisted of searches from 2005 to 2017. This period was considered
because since 2005 relevant studies related to the integration of technology in education and the use of up-to-date hardware and
software resources were conducted (Barbara & Donna, 2005; Bomsdorf, 2005; Lim, 2005; Mustafa, 2005; Volman, 2005). This fact
could be considered as a key feature for the diffusion of technology in education, and its effectiveness and efficiency for teaching and
learning purposes (Giilbahar, 2007). The second filter was the selection of articles written in English (Hammick, Dornan, & Steinert,
2010). The strategy was completed as follow: (1) look for the main search terms; (2) check the keywords in known relevant papers
and (3) look for alternate forms of the terms, such as synonyms and relevant keywords. After that, we used Boolean operators OR and
AND to add them into the search.

The final decision about the terms used in the search was taken in collaboration with experts in the field of Supercomputing. The
following concepts were considered best for searching the responses to every RQ: “High Performance Computing course”, “High
Performance Computing training”, “Quality in education” + “High Performance Computing”, “Quality in
education” + “Supercomputing”, “Quality training” + “High Performance Computing”, “Quality training” + “Supercomputing”,
“Supercomputing course” and “Supercomputing training”. The search of these concepts was done by consulting these Data Bases,
which are considered to be the best repositories for searches about computational science: IEEExplore Digital Library, ACM Digital
Library, Elsevier ScienceDirect, Scholar Google and Web of Science. In the end, 1911 papers were retrieved.

2.2.2. Inclusion/exclusion criteria

The second filter was the inclusion and exclusion criteria. It comprises the selection of the most important primary studies from
literature.

Initially the selection was 1911 retrieved papers. Later, 1783 articles were excluded, and a third data filter, selecting only those
papers included because they addressed educational approaches and/or teaching methods, narrowed the data pool analyzed here to
128 manuscripts, adding another 8 manually searched studies, totaling 136 manuscripts, as the most relevant for answering the
research questions (See Fig. 1).

The following list shows the inclusion and exclusion criteria adopted.
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Fig. 1. Search and selection process.

Inclusion criteria:

- Studies in which the training is analyzed in depth, in the area of Supercomputing through real case studies and analysis of how it
is integrated in the learning environment.

- Studies covering uses of Supercomputing in relation to the training acquired.

- Inclusion of surveys and/or questionnaires on satisfaction of students in their Supercomputing courses.

- Written in English.

Exclusion criteria:

- Scant relationship with Supercomputing (related more to other technologies such as cloud computing or similar).

- Documents that are mere descriptions of the course's content, such as information on timetable, calendar, subjects, etc.
- Documents with superficial descriptions of Supercomputing courses.

- Documents lacking references to training and Supercomputing in the title or in the abstract.

- Papers whose purpose is the development of programs or codes regarding Supercomputing.

- Studies that are repeated in more than one database.

- Duplicate studies with the same results. In this case the most complete was considered.

2.2.3. Search Phases and study selection
As seen in Fig. 1 below, the search is divided into two phases. The search terms are described as:

e Search Phase 1: involves individual searching in the electronic databases previously selected for constituting a set of candidate
documents. The identification of potentially suitable articles is based on:
(a) Determination of the set of restrictions relating to the language of publication.
(b) Definition of sources of primary studies to be obtained.
(c) Gathering potentially useful titles and abstracts of primary studies obtained.
e Search Phase 2: the most relevant articles are gathered in the references lists previously selected, considering other significant
documents, for the goal of the study, following these steps:
(a) Applying criteria for inclusion and exclusion to the titles and abstracts of the articles selected, to identify relevant articles that
would provide the data for answering the research questions.
(b) Extracting articles that could be potentially suitable on the basis of eligible titles and abstracts.
(c) Assessing the quality of the selection of relevant documents to reach the final selection.
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2.2.4. Assessment of item quality

Quality assessment can be performed in several ways considering that the choice of this research was based on a combination of
methods due to the scope of the study, both for its technical and educational content. The works used as a basis for the final selection
of the items are those specified by Wen, Li, Lin, Hu, and Huang (2012) and the categories established by Kirkpatrick (1967), later
revised by education scholars (Harden, Grant, Buckley, & Hart, 1999; Belfield, Bullock, Eynon, & Wall, 2001; Tochel et al., 2009 y;
Hooper, King, Wood, Bilics, & Gupta, 2013) in order to help the assessment of the quality of the articles related to educational
interventions.

The analysis of the quality of works assesses the rigor and credibility of the relevant studies, in relation to their capacity and
suitability for answering the research questions and their possible impact on the study's conclusions. In order to get the optimal
selection of items, 10 quality assessment questions have been defined in the line of the works previously mentioned. The quality
assessment criteria are summarized as follows:

- Q1: Is the paper based on research regarding training in supercomputing or is it simply a description of uses of supercomputing as

a tool in a field of knowledge?

- Q2: Is there a clear statement of the goals of the research, covering participants' views on the learning experience, its organization,
presentation, content, teaching methods, etc.?

- Q3: Was the context of the study well-defined in order to know how the research was being carried out?

- Q4: Was the research design appropriate to address the goals of the research, describing changes in attitudes, beliefs or per-
ceptions as a result of the training in Supercomputing?

- Q5: Is there an adequate description of the transfer of learning to the workplace or willingness of learners to apply new knowledge
and skills?

- Q6: Is there a change, due to supercomputing training, in organizational practice?

- Q7: Are the conclusions of the study clear and useful for the object of the research?

- Q8: Are the limitations of the study clearly shown?

- Q9: Is there a clear description of the acquisition of concepts, procedures and principles?

- Q10: Is the study of value for analyzing the benefit for clients/users as a direct result of the educational program?

Each question has only three possible answers: “Yes”, “Partly”, or “No”. These three answers are scored as follows: “Yes” = 1,
“Partly” = 0.5, and “No” = 0. For a given study, its quality score is computed by summing up the scores of the answers to the QA
questions.

Finally, to guarantee that only the most relevant items had an acceptable quality, a punctuation of every study was conducted, in
order to analyze the reliability of the results of the review. The requirement was to receive a rating higher than 5.5 (medium level -
Kirkpatrick (1967) and later works based on this one). As a result, 34 of the total 136 articles were accepted (24.98%) and 102
(75.02%) were rejected, as having a quality score below 5 in the second selection phase (see Table 1).

3. Results

In the present study, 34 manuscripts published between 2005 and 2017 (see Fig. 2) have been identified as relevant to answering
the questions of the research.

The sources of literature on this research topic are widely spread over a range of many publications with different characteristics
(as seen in Table 2), picked out in 27 different publications. The analysis of the information mentioned shows the multidisciplinary
nature of the study.

The answers to each of the research questions raised in previous lines are described below:

3.1. RQ1I: which are the factors considered that improve supercomputing training?
The factors considered to improve Supercomputing training, extracted from the review, are the following:

a. Student explores real scientific problems through hands-on experience (S2, S4, S7, S9, S10, S12, S13, S15, S19, S25, S29), with
practical examples of parallel systems and programs (S5, S16, S25), learning the most advanced functionalities of computers,

Table 1

Quality punctuation of relevant studies.
Quality level Ne° of studies Percent
VERY HIGH (8.5 < score < 10) 3 2.20%
HIGH (7 < score < 8) 11 8.08%
MEDIUM (5.5 < score < 6.5) 20 14.70%
LOW (3 < score < 5) 12 8.82%
VERY LOW (0 < score < 2.5) 90 66.20%
TOTAL 136 100.00%
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Fig. 2. Number of publications per year.

Table 2
Selected studies by publication type.
Type Ne of studies Percent
Journals 14 41.18%
Age (Omaha) 1 2.94%
Biotechnology progress 1 2.94%
International Journal of Engineering Education 1 2.94%
Journal of Computing Sciences in Colleges 2 5.88%
Journal of Parallel and Distributed Computing 1 2.94%
Lecture Notes in Computer Science 1 2.94%
Procedia Computer Science 6 17.65%
Procedia-Social and Behavioral Sciences 1 2.94%
Conferences 15 44.12%
ACM Transactions on Computing Education (TOCE) 1 2.94%
ACM annual conference on Innovation and technology in computer science education 1 2.94%
Computational Science-ICCS 2009 1 2.94%
Computing in Science and Engineering 1 2.94%
DoD HPCMP Users Group Conference 1 2.94%
5th Global Congress on Engineering Education 1 2.94%
IEEE Transactions on Education 2 5.88%
IEEE 26th International Parallel and Distributed Processing Symposium 1 2.94%
IEEE High Performance Extreme Computing Conference (HPEC ‘16) 1 2.94%
International Symposium Computer Science and Computational Technology 1 2.94%
Second International Conference on Education Technology and Training 1 2.94%
TeraGrid Conference: Extreme Digital Discovery 1 2.94%
TGO8-TeraGrid Conference 1 2.94%
Workshop on Education for High-Performance Computing 1 2.94%
Other 5 14.71%
Web resource 5 14.71%

linking theory with practical problem solving.

b. The content of the courses is normally adapted by including, as a core component, parallelism modules with an easy-to-use high
performance cluster system in teaching-oriented computer science curriculum (S1,527).

c. Supercomputing encourages the exploration of the quantitative characterization of a program's performance on a variety of
platforms (S15, S18).

d. Supercomputing teachers have positive pedagogic characteristics and specific professional competences as scientists and re-
searchers (S11), and are qualified to help the students with complex projects (S17).

e. It is not necessary for all users to have skills in the use of a Supercomputer. In fact, visualization tools help students to understand
in depth the nature of particular scientific problems (S21) through the learning of parallel computing (S31), thus approaching the
solving of these problems (S16, S21) by manipulating large datasets easily (S20).
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f. Supercomputing training aims to prepare people, to a high standard, across a continuum process to achieve an adequate level of
knowledge and proficiency to deal with the largest computing systems available (S2).

g. Training in Supercomputing builds a model-learning methodology that engages students in different types of problem solving
(S34).

3.2. RQ2: how can supercomputing training improve the results of the students and/or researchers in a high education organization?

Currently, high performance computing (HPC) is used in higher education to train people on how to solve an array of problems,
making it a critical technology in fields such as science, engineering, finance and research and development. Supercomputing may be
viewed as the intersection between the frontiers of science and computing, and introduces students to core concepts such as large
scale simulation.

In the review, we identified some characteristics of the Supercomputing training, that are directly related to the improvement of
the research results in higher education organizations. They are the following:

a. Supercomputing enables users to become competent to work deeper on different problems, closely related with their research
fields (S4, S15) through reproducible experiments (S5) which use codes of increasing difficulty to illustrate and experiment
through the main programming models (S30).

b. The work with a Supercomputer is cutting-edge in research (S8), and increases the interest in performing independent research
work (S29).

c. The availability of network infrastructure, based on a Supercomputing facility (526, S33), enables the collaboration among
research groups distributed geographically (S33), and allows participation in projects of multidisciplinary areas (S8, S19).

d. Supercomputing training leads to a deeper understanding of math and science concepts (S34) that help the researchers in the use
of mathematical models (S3, S26, S34) to describe a problem in a specific research field, extract conclusions and evaluate per-
formance on the proposed problem.

e. Courses based on how to run an HPC-related project are an important way of training in Supercomputing (S18), by incorporating
experimental components such as models for the applications (S22), simulations and visualizations (S23).

f. Implanting research training using a Supercomputer can strengthen students' enthusiasm for discovery and creativity, broadening
their knowledge (S13).

g. As computational capabilities increase, users perform their work faster, finding solutions to more challenging problems, and
implementing more research models in the same amount of time (520).

h. High quality visualization can lead to a new level of understanding of how the data can be partitioned and processed parallelly to
simplify the interpretation of the research results (S21). It also represents a mechanism to strengthen the experimental-compu-
tational synergy (S3).

i. Numerical simulation afforded by a Supercomputer enables the study of complex systems and natural phenomena that would be
too expensive, or even impossible to study by direct experimentation (S14).

j- Simulations and data design practice generate large volumes of data (S34) and prepare students for future research in the area of
very large database systems (S1), covering a variety of applications (522).

k. Supercomputing contributes to the invention of new tools and new philosophies of work which enhance learning about computing
(S9).

1. Knowledge in Supercomputing encourages the designing of efficient programs that provide students with a crucial understanding
regarding the importance of underlying algorithms in the implementation of larger programs (S9).

m. Feedback on the performance of the students in a Supercomputing course helps guide the training, maximizing the time that they
use for their research, which is highly desirable on a research project due to its importance (S17).

3.3. RQ3: what is currently known about the limitations in supercomputing training?

Considering the response of the research questions of this study, we identified some limitations that must be mentioned. The
findings obtained in RQ1 and RQ2 show a wide description of the different roles of Supercomputer uses (students, teachers, experts,
researchers, etc.), access to these infrastructures and the way of developing courses. With these in mind as well as better organization
and understanding of the information, the limitations were grouped into four types (see Table 3), depending on the dimension
involved: Students, Teachers, HPC infrastructures and Methodology and development of the training.

3.4. RQ4: what are the described solutions for solving the described limitations in relation to the training in supercomputing?

Following the same structure of the previous question, for a better organization and understanding of the information, the
solutions of the limitations were grouped into four types (see Table 4), depending on the dimension involved: Students, Teachers,
HPC infrastructures and Methodology and development of the training. Considering the response of the research questions of this

study, we identified some limitations that must be mentioned in every type.
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Table 3
Limitations in supercomputing training.
Groups Limitations References
Students Insufficient educational background, with different degrees and/or specialization, mainly in S4, $9,517,523,526,528
programming languages.
Constraints of the typical high school curriculum, in relation with Supercomputing. $12,517,525
Lack of basic skills for designing, implementing and operating in Supercomputing $1,515,529
environments, especially for developing parallel software applications to achieve best
efficiency, performance and scalability.
Need of mathematical sophistication to complete an advanced Supercomputing course touse ~ S32
mathematical models properly.
Teachers Substantial effort and dedication for a successful deployment of the tools in order for the S13
course to be properly prepared, which means less time to prepare the content.
Need of complementing the training of the teachers, especially in parallel computing, $2,511
through the engagement of experts.
Lack of experience in the field of HPC. S1
Difficulty for the recruitment of enough tutors to maintain a reasonable tutor/trainee ratio. S2

HPC Infrastructure

Rapid changes in the systems and software currently and in the coming years, with a
continuous growth in the volume of data managed.

$2,517,518,520,527,529

Need to predict the utility and relevance of forthcoming technologies in both the short and  S28
the long term.
Low availability of Supercomputing facilities due to the high costs. S8
Lack of funds to purchase expensive parallel computers. $29, S31
Users are not adequately served by their local Supercomputing Center. $1,528
Difficulties in coordinating the Supercomputing sites of the diverse training facilities to 52,530
handle a large number of inexperienced students.
Problems with the use of the interface of the operating system. S13

Methodology and development of Lack of use of on-line learning technologies. S2

the training Existing training material is inadequate for training delivery. $2,520,528

Need to focus the undergraduate courses on the skills for improving training in $1,517,528

Supercomputing technology in nearly all areas.
Time constraint, both for students and teachers, mainly for the implementation of numerical
algorithms.

$13,520,525,528,S30

Lack of training of writing programs for Supercomputing machines to see clearly the effects 524,525
of parallel programming.
Necessity to effectively employ massively parallel high-performance computing machines in ~ S29

scientific computations.

4. Discussion

Our findings suggest that including Supercomputers in learning processes has provided a wide range of new opportunities for

learners, mainly due to the improvement in the quality of training obtained, which provides better results in the practical cases
through real-life situations. At the same time, the study identifies the learning needs and devises strategies of how to meet those
needs. However, as seen in the previous section, there is a lack in the literature concerning the degree in which the use of a
Supercomputer impacts the final result of a research project. In order to find out how the characteristics of this infrastructure can
improve the learning process pedagogically, a systematic effort and more empirical studies are needed, as seen in other analyses in
relation with the use of technology in learning (Mikropoulos & Natsis, 2011). Although research pointed out the need for better
previous training of the students, this review provides other actions to be deployed, such as new methods of teaching or the need of
an easier access to the Supercomputing infrastructures.

In order to deepen the research, the study implemented several steps to support the quality of the results of the analysis done. The
interpretation of the final results can be generalized as goals, actions and strategies for teaching and guiding learners in their learning
process, taking into consideration that without a critical and rational discussion about the opportunities of new technologies in
education, little progress can be made towards a real debate about the impact of these infrastructures.

4.1. Outcomes
The main outcomes which respond to the RQ raised at the beginning of this study are summarized below.

® (RQ1) The factors considered for improving training in Supercomputing show that the most relevant one is the way in which the
course is organized and the adaptations that are currently being applied in the curricula related to the students of these tech-
niques, using examples with a problem-based model, showing how to solve real problems with access to a Supercomputer.
Another important factor is the qualification of teachers, essential for a better performance, and finally the use of tools, as
visualization facilities that provide an easy understanding for all the students.

® (RQ2) As a conclusion to this question, it is found that the possibility of working in a network of multidisciplinary research groups
clearly enhances the performance of the researchers. The contacts provided by these groups open the possibility of participating in
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Table 4
Solutions to limitations in supercomputing training.

Groups Solutions to Limitations References

Students Implementation of a wide number of introductory courses of 59,519,532
Supercomputing for students without a computational background.

Reformation of the curriculum system (including parallel computing $13,514,529
topics at early state), teaching methods, type of examination and the

model of theoretical courses.

Attracting students in several ways such as summer workshops, using S10

robots, etc.

Teachers Increase in the number of teaching assistant contact hours. S19
Adequate teaching environment for providing outlines of the basic S20
vocabulary and concepts related to Supercomputing.

Use of face-to-face training sessions delivered by experts in every field, $2,528

HPC Infrastructure

which means widespread acceptance, and the improvement of the
transfer of knowledge.

Team work environment in Supercomputing training, for a better
exchange of ideas with the coordination of the tutor.

Transmission of the skills to perform repeatability experiments.
Supercomputing systems tend to be shared by multiple users, interacting

S7,58,525,527, S31

S5
520,529

remotely, representing a solution of the high cost of using a
Supercomputer.
Implementation of open source software and operating systems to
reduce the cost and for an easy use, providing a user-friendly interface.
New and easy-to-use software makes computer simulation accessibletoa ~ S34
wider group of people.
Use of optimal and feasible high computing power with relatively low S1
cost, through alternatives to Supercomputing platforms, such as the
cluster-based computing system for its flexibility.
Use of grid technology in the educational environment helps the students 522,530
in the use of complex models and simulations.
The progress of networks technologies has permitted the use of local S11
networks of enterprises and training rooms for parallel computing.
Methodology and Development of a timely and quality "study pack" of materials, such as $2,56,57,58,59,512,513,514,517,518,525,528,5S30

development of the tutorials, textbooks via web, user guides, electronic slides, interactive

training computer-based courses, books and journals, that teach Supercomputing
in a rapidly changing environment.
Use of pedagogical tools which enhance trust in students' work. S5
Provision of an easy access to a real Supercomputing system inspires and $12,520,S30
motivates students, giving the opportunity to implement algorithms
using different architectures and parallel-programming models, which
enable students to make objective performance comparisons.
Collaboration of Supercomputing Centers in the provision of a platform  $2,57,510,514528,S30
to access the resources easily, and with the support from different
institutions, which ensure that training needs and expectations are met
for all users, without interference to the research activities of the
supercomputing center.
Wide variety of training programs in Supercomputing with different sets ~ $14,526
of subjects offered to complement knowledge, according to the expected
skills at the conclusion of the training program.
Benchmarking to improve training, by describing a taxonomy for general ~ S5,58,514
benchmark experiments, and accessing (usually for benchmarking
comparisons) an even wider class of machines.
Development of research-oriented teaching method, to achieve a S13, S31
superior teaching quality, and to involve students in the research
oriented learning, based on a high-performance computing research-
oriented learning environment.

§1,56,512,S30

research and development projects, using techniques of numerical simulation, which contribute to solving the processes on which
research is based in a short period of time, and allowing a better interpretation of the results.

(RQ3) The limitations of the study are mainly focused on the insufficient background of the students in certain specialties. This is
caused by many factors such as constraints in the curriculum, rapid changes in this field, sophistication of the mathematical
models, and even other questions such as a general lack of experience in the field of Supercomputing, which affects questions such
as recruitment of teachers, use of Supercomputing facilities, and the time constraints of the courses. Another important limitation
is Supercomputing infrastructure cost, which causes difficulties in accessing Supercomputing resources.

(RQ4) The solutions proposed for the described limitations in the study focus on the improvement of training of students previous
to a Supercomputing course in order to have the basic knowledge to attend the course, with complete and updated material and
with adequate access to a Supercomputer.
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4.2. Limitations

During the course of the literature review, the greatest difficulty encountered was the heterogeneity in the type of articles, such as
in content related with the typology of training. As seen in the answer to the RQs and also in the study of the courses, it is necessary to
improve some basic aspects for an optimal training, as provision of previous basic training for those students who, despite being
mainly but not limited to postgraduates, have an insufficient background in Supercomputing techniques, the adequate qualification
of teachers and a wider use of Supercomputing facilities. Our hope is also that the present study will encourage researchers and
institutions in general to contribute to the development of agreements which address the challenges of using a Supercomputer as part
of the fundamental knowledge for scientific uses through the use of a real HPC infrastructure.

5. Conclusions and future work

This study provides yields two main outcomes in relation to the state-of-art of Supercomputing training. First, it provides a
summary of the most relevant factors in improving training, as well as the factors that improve the results through the use of a
Supercomputer. The second outcome of the review is the analysis of the limitations found of a better performance of learners and the
solutions for these limitations. The intention of this instrument is to allow the design of activities and the deployment of strategies
which gradually foster the different components of training through the use of these infrastructures. Moreover, it helps to raise
awareness of the potential of Supercomputers to enable learners' a best performance.

From a practical perspective the results of this study will allow detecting the main problems or gaps in Supercomputing learning
initiatives by taking into account our research questions. With this information it is possible to define learning plans better and more
accurately, thus helping to increase both researchers' and advanced students’ performance.

Finally, future work should be focused, comprehensively and simultaneously, on analyzing new methods and tools to evaluate the
quality of Supercomputing training, and on exploring a full range of fields where the use of Supercomputers will be helpful in
enhancing the results of research projects. As seen in the study, personalized introductory lessons according to the previous
knowledge of every student, the possibility of working online through new scientific networks of communications, the use of real
Supercomputers for optimizing workflows, and more practical sessions should be the key factors of courses related to the success of
Supercomputing training in the future.
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